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Stereo matching has long been an important topic in computer vision, and
its difficulties are thoroughly examined in the literature. Based on those
researches, several papers address the feasibility of detecting mismatched
pixels [6] not only to improve the quality of disparity maps [1] but also
to leverage mid-level scene representation [8]. Moreover, the problem of
detecting mismatched pixels becomes more important as the degree of ill-
conditioning increases because the current solutions usually fail to find cor-
rect answers as described in Fig. 1(c). In this paper, we consider how far a
learning-based confidence prediction approach can leverage stereo matching
for the practical use in general outdoor environments.
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Figure 1: Stereo matching results in a challenging environment. (b) shows
the predicted confidence map. (c) and (d) show estimated disparity maps
overlaid on the input image.

First, we analyze the characteristics of various confidence measures in
the regression forest framework in order to select most effective confidence
measures among various measures. Then, we train the regression forest once
again to predict the confidence of a pixel by using selected measures. In the
testing step, we predict the confidence of a pixel using an ensemble of tree
outputs. Afterwards, we manipulate the predicted confidence value as

Q̂(p) = Q(p)Q+(1−Q(p))Q, (1)

where Q and Q indicate lower and upper bounds for confidence values, and
Q(p) represents the predicted confidence value for a pixel p. Here, the upper
and lower bounds are computed in the training step to take the quality of
trained forests or classifiers into account.

Second, we incorporate confidence information into stereo matching al-
gorithms by employing it in order to modulate the initial matching cost,

Ĉ(p,d) = Q̂(p)C(p,d)+(1− Q̂(p)) ∑
k∈D

C(p,k)
|D|

, (2)

where C(p,d) is the per-pixel matching cost of p for a disparity value d and
D is the set of possible disparity values. The latter term is the mean of the
matching costs multiplied by (1− Q̂(p)). As the probability of correctness
increases, the modulated cost increasingly depends on the original match-
ing costs. Otherwise, the modulated costs becomes a mean value. Figure 2
shows the result of the matching cost modulation, in which matching costs
of confident pixels appear similar to the initial matching costs whereas un-
confident pixels are flattened inversely proportional to the confidence value.
Therefore, disparity values of unreliable pixels can be easily dominated by
the neighboring pixels.
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Figure 2: Modulated matching costs. Matching costs of unreliable pixels in
(b), which are not likely to give correct solutions, are flattened depending
on the predicted confidence values whereas confident pixels (a) have similar
costs to its original matching costs.

For the experiment, we evaluated error detection performance in terms
of the sparsification curve and the improvement of stereo matching algo-
rithms in terms of the bad pixel rate. Two sparsification curves are drawn
in Fig. 3 that confirm the superior performance of the proposed method
in detecting unreliable pixels. We adopted the proposed cost modulation
scheme to semi-global matching [4] and fast cost volume filtering [5] al-
gorithms. The proposed method reduced bad pixel rates 1.22% for the
KITTI dataset [2] and 0.67% for the Middlebury dataset [9] in average.
Furthermore, we observed a significant improvement for challenging out-
door datasets [7]. Because, the challenging dataset contains a large number
of unreliable pixels that violate underlying assumptions of binocular stereo
matching. It is worth noting again, the detection of unreliable pixels is nec-
essary for these kinds of input images. We suggest an effective way to im-
prove existing algorithms in these environments through the matching cost
modulation scheme. A detailed explanation is given in the paper and the
supplementary material.
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Figure 3: Comparison of sparsification curves for various confidence mea-
sures including learning based approaches [1, 3] and individual confidence
measures [3, 6].
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