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Abstract

The capture of multiple images is a simple way to in-
crease the chance of capturing a good photo with a light-
weight hand-held camera, for which the camera-shake blur
is typically a nuisance problem. The naive approach of s-
electing the single best captured photo as output does not
take full advantage of all the observations. Conventional
multi-image blind deblurring methods can take all observa-
tions as input but usually require the multiple images are
well aligned. However, the multiple blurry images captured
in the presence of camera shake are rarely free from mis-
alignment. Registering multiple blurry images is a chal-
lenging task due to the presence of blur while deblurring of
multiple blurry images requires accurate alignment, lead-
ing to an intrinsically coupled problem. In this paper, we
propose a blind multi-image restoration method which can
achieve joint alignment, non-uniform deblurring, together
with resolution enhancement from multiple low-quality im-
ages. Experiments on several real-world images with com-
parison to some previous methods validate the effectiveness
of the proposed method.

1. Introduction

Capturing high-quality images is usually a central goal in
many imaging scenarios. Considerable improvements have
been made on the hardware side (e.g., the increasing resolu-
tions of the camera sensor) to aid the users in achieving this
goal. However, some factors such as camera shake during
the photo capture will still lead to degradations in the cap-
tured images, especially with light-weight hand-held cam-
eras, such as those in smart phones.

One important effect of camera shake during exposure
is motion blur, preventing one from obtaining high-quality
images. Lucky imaging is a simple strategy to obtain a high
quality image under this scenario, taking multiple photo-
s of the same scene and picking the best as output; this is
a scheme embedded in many recent digital cameras. While
simple, this technique discards much information that is po-
tentially useful for constructing a high-quality image. Fur-
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thermore, it relies on the assumption that there is a single
‘good’ quality photo that has been captured. Blind image
deblurring techniques have also been developed to recover a
high-quality sharp image from blurry, compromised obser-
vations. Extensive efforts have been devoted to the uniform
blur (shift-invariant) case [16, 5, 22, 17], while increasing
efforts have been devoted to the task of deblurring in the
presence of non-uniform blur recently, a more realistic and
challenging task [18, 20, 7, 9, 23]. Direct extension of these
methods to multiple images usually faces the challenging
problem of mis-alignment among the multiple observation-
s, caused by camera shake.

The work in this paper is inspired by the intimate rela-
tionship between motion and blur as well as mis-alignment:
the camera motion, when integrated within-frame, will pro-
duce intra-frame motion blur while causing inter-frame
mis-alignment when it appears between frames. The re-
moval of the within-frame motion is known as the task
of deblurring, while the removal of inter-frame motion is
known as alignment or registration (see Figure 1). The
objective of this work is to develop an approach for recover-
ing the high-quality sharp image from several observations
with unknown (non-uniform) blur and spatial mis-alignment
caused by camera motion. This kind of technique is espe-
cially useful due to the recent popular burst imaging and ex-
posure bracketing functionalities of hand-held digital cam-
eras, making multi-image capture a popular approach. The
main contributions of this paper are:

1. We present a joint formulation for the tasks of align-
ment, deblurring and resolution enhancement for flex-
ible multi-image restoration. The proposed model is
mathematically principled and requires no empirical
tuning or specific restrictions on the input images to
achieve success.

2. The novel formulation allows us to solve the problem
by taking advantage of an existing algorithm [ 26] with
a natural extension. Various experiments are conduct-
ed compared with state-of-the-art methods to valid the
effectiveness of the proposed method.

The remainder of the paper is structured as follows. In
Section 2, we make briefly review previous work on restora-



tion using multiple images, with a special focus on the
connection between image alignment and restoration. Sec-
tion 3 presents the proposed blind multi-image restoration
method, including a discussion of its connection with sev-
eral previous methods, as well as implementation details.
Experiments are carried out in Section 4, and results are
compared with state-of-the-art methods in the literature. Fi-
nally, we conclude the paper in Section 5.

2. Alignment and Restoration: Prior Art

Camera motion is manifested as intra-frame blur and
inter-frame mis-alignment among multiple observations.
Resolution enhancement utilizing alignment/motion among
multiple low-resolution observations has been exploited ex-
tensively since the seminal work of Tsai and Huang [19],
where the blur kernel is typically assumed to be known.
Blur-kernel estimation techniques using camera motion
provided by auxiliary video cameras [1], or inertial mea-
surement sensors [10], have been developed.

In the presence of only blurry observations without
knowing the blur kernel or additional camera motion in-
formation, most previous multi-image restoration method-
s take well-aligned images as input for restoration [25, 20,
27]. Yuan et al. utilized a well-aligned blurry-noisy im-
age pair for estimating the uniform convolutional blur ker-
nel [25]. Li et al. explored well-aligned blurry image pairs
captured with a specially designed device [12]. Zhang et al.
utilized well-aligned training images as external domain-
knowledge for guiding face deblurring [ 28].

However, in many practical scenarios it is unrealistic to
assume the multiple blurry observations are always well-
aligned, e.g., when capturing multiple images of the same
scene using the exposure bracketing or burst-mode func-
tionality of a hand held camera, where the handshake is al-
most inevitable. In the case of multiple blurry images with
mis-alignment, a pre-alignment step using standard regis-
tration techniques is usually introduced [ 16, 17, 24, 20]. S-
roubek et al. tackled the problem of image mis-alignment
between the multiple blurry images with general 2D blurs
using a pre-alignment step and then used the registered blur-
ry images as input to a multi-channel blind deblurring algo-
rithm [17]. Yuan et al. proposed a two-step approach for
deblurring using blurry/noisy image pairs, where the two
images are first aligned to each other using a coarse-to-fine
greedy search and then the final blur kernel can be estimat-
ed straightforwardly from the well-aligned image pairs [ 24].
Cho et al. proposed a non-uniform deblurring method using
registration [2], with the requirement that the dominant blur
directions of the two blurry images should be approximately
orthogonal to each other to help with blur estimation.

Real-world applications typically suffer from non-
uniform blur and inter-frame mis-alignment at the same
time, which has either been simplified (such as using unifor-

m blur model [16, 17]) or addressed using a greedy-type ap-
proach [2]. While the gross mis-alignment component can
be removed relatively easily via a standard pre-alignment
process, the remaining mis-alignment residue due to the
blur may still pose a great challenge for the subsequent
deblurring process, which typically causes ringing artifact-
s. This paper presents an approach that can perform joint
alignment and non-uniform blur estimation.

3. Approach

In the presence of camera-motion induced blur, much
previous work assumes a spatially invariant convolution-
al process for generating the blurry image y from a latent
sharp image x [16, 17, 24, 5, 22]. However, typical blur
due to camera shake often deviates from the standard unifor-
m convolutional assumption, in part because of problematic
rotations which create greater blurring away from some un-
known center point [20, 7]. To explicitly account for realis-
tic camera motion, the projective motion path (PMP) model
[18] treats a blurry image as the weighted sum of projec-
tively transformed sharp images, leading to the revised ob-
servation model

y = ijij+n, (1)
J

where P; is the j-th projection (a combination of rota-
tions and translations) and w; is the corresponding com-
bination weight representing the proportion of time spen-
t at that particular camera pose during exposure, with the
constraint w; > 0 and ) .w; = 1; n denotes a noise
term. The uniform convolutional model can be obtained
by restricting the general projection operators {P ;} to be
translations. In this regard, (1) represents a more general
model and has been used in many recent non-uniform de-
blurring work [18, 20, 7, 26]. Our work is built on this
non-uniform observation model and a recently introduced
deblurring framework using an empirical Bayesian tech-
nique [21, 26], as will be reviewed briefly in the sequel.

3.1. Empirical Bayesian Deblur: A Brief Review

The model is derived in the derivative domain, meaning
thatx € R™,y € R™ will now denote the lexicographically
ordered sharp and blurry image derivatives, respectively.*
The observation model (1) leads to the following likelihood

Yy — w;P.x||2

p(ylx,w,\) ocexp | — [y — 22, wiPyx|2 | @
2

where w = [w1, wa, - - -] and A denotes the noise variance.

A straightforward approach would place a prior over the la-
tent high-quality image x and compute the maximum a pos-

1The filter set {[—1, 1], [~ 1, 1]7'} is used in this work.
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Figure 1. Graphical model for the observation process. A; =
Zj w(;,1)DP; denotes the low-quality observation operator (non-
uniform blur and decimation) for the observation process and
Tﬁ‘l denotes the relative motion between the latent high-quality
images of the two consecutive observations. Both A; and 'i‘fl
are caused by camera shakes.

terior (MAP) solution, which typically requires empirical
tuning for achieving success.

An alternative approach has been advocated recently
in [21, 26], adapted from empirical Bayesian sparse estima-
tion technique in the machine learning literature [ 15]. Math-
ematically, this alternative scheme requires that we solve

maxy,w,x>0 [ P(y[x,w, ) [T; N(2:;0,7:)dx  (3)
= miny w0y’ X 'y +log |,

where p(x) = [, p(z;) = [[, maxy,>0 N(2;;0,7;) isa
sparseness-promoting prior on x (in the derivative domain),
¥ = (HPH? +)I),H £ 3, w;P; and T £ diag[~].
While optimizing (3) enjoys a strong Bayesian motiva-
tion, the ~-dependent cost function is not as intuitive as
the standard penalized regression models (or MAP) that are
typically employed for blind deblurring [9, 22]. Further-
more, optimizing (3) using general EM techniques is possi-
ble but is computationally expensive in part because of the
high-dimensional determinant 3 [15]. Therefore, minimiz-
ing a convenient upper bound with the following approxi-
mation of 3 allows one to circumvent this issue [26]

log [B] < "log (A +7il[hil3) + (n —m)log A, (4)

where h; denotes the i-th column of H. Using standard
linear algebra together with the bound (4), it can be shown
that (3) can be reformulated as [21, 26]

1
mimn —
x;wW,A>0 A

lyi—) w;Pyx|[5-+g,(x, w, A)+(n—m)log A,
J
with  gg(x, w, \) éZg(xi,hi,/\) and

i
2

€T
g(zi,hi, \) £ min 7—1 +log(A+[hi[3).  (5)
The cost function for handling multiple degraded observa-
tions can be obtained by simply accumulating the cost func-
tion over all the observations, without considering the mis-
alignment [27].

3.2. High-Quality Imagefrom Multiple Capturesin
Presence of Camera Shake

We will derive the mathematical model for the task of
blind multi-image restoration? in the presence of unknown
blur and mis-alignment. We propose the following model
for the low-quality-images observation process in the pres-
ence of camera motion, which is a generalization of (1):

yi =2 wiynDPjx; + (6)
x; =T %y, @)

where x; € R™ is the latent canonical high-quality image
for the [-th observation and D is the sub-sampling operator.
The observation process (6) models the low quality (blurry
and/or low resolution) observation y; € R™ as a weighted
sum of projectively transformed and decimated high-quality
image x;. The latent high-quality images of the two consec-
utive captures are linked via the the relative projective mo-
tion operator ’i‘fl between them.® A graphical illustration
of the observation model is given in Figure 1. With the rel-
ative motion model in (7), it is easy to derive the following
relationship between two observations:

!
X = ’i‘é_lxl_l = H ’i‘],z_lx() £ Tx, (8)
k=1

where T; £ [._, T*~! and x £ x,. Substituting (8) into
(6), we have the following observation model:

vy = Z w(j,l)DPszx + n;. 9)
J

With (9), the I-th low quality image y; is generated by first
transforming the latent high-quality image x with T';, and
then passing this transformed high-quality image through
the low-quality observation process (6) (see Figure 1).

Many previous approaches attempted to align the obser-
vations in hope of removing the factor T'; prior to deblur-
ring, e.g., [16, 17, 24]. However, the task of accurate align-
ment in the presence of blur itself is very challenging [ 24].
We are inspired by the fact that the mis-alignment and blur
(within our context) are all caused by the relative motion be-
tween the camera and scene due to camera shake, and there-
fore it is desirable that they are handled jointly. This ob-
servation inspires us to develop the approach for joint blur
recovery and mis-alignment removal.

The objective of blind multi-image restoration is to es-
timate the latent high-quality image x as well as the non-
uniform blur and alignment given a set of low-quality obser-
vations {y; } with mis-alignment. \We propose the following

2Here we use this term to denote the general task of recovering a high-
quality (high-resolution, sharp) image from a set of (single or multiple)
low-quality (low-resolution, blurry) images.

3The relative motion model (7) is presented in error-free form for sim-
plicity but the alignment errors can be absorbed into the noise term of Q).



model for joint blind restoration (alignment, deblurring and
resolution enhancement) given multiple low-quality obser-
vations (! € (1,---,L)):

: Tws—1
min b + lo >,
77{WL7AI}ZOEYl 7 gHI !
where X, £ (HlFHIlT +)\lI), H; e Zj w(j’l)DPjTl.
(10) can be rewritten into a penalized regression form by u-
tilizing a diagonal upper-bounding technique similar to (4):

1
i —lly: — \DP,Tx|2
ety 32 = 3w PP Tixl

+o(x, {wi, \i}) + Z(n —m)log \;
)

(10)

(11)

where

2

.y

g(x,{wi, \}) =D min [—7} +log(A +7llhip 113)] - (12)
il ‘ v

The local kernel h; ; can now be calculated by

hg ) = Zw(j,l)DP(j,l)Tlei £ He; 2 B(ywi, (13)
J

where e; denotes an all-zero image with a 1 at site 7. Conse-
quently we have |[h ;|13 = w{ (B{; ;,B;1))wi. We have
several comments regarding the model in (11):

e While the global transformation operator T may not
be necessary in the presence of a single observation
(as it can be absorbed into the recovered sharp image
as Tx), it is necessary for capturing the geometric re-
lation between different observations in the presence
of multiple observations, as illustrated in Figure 3.

e The proposed model can achieve image enhancement
in the presence of unknown non-uniform blur and mis-
alignment from low-resolution images, which can be
regarded as a unified model for conventional blind de-
blurring and super-resolution tasks.

e The proposed method is flexible in the number of in-
puts. It reduces to a single image based blind restora-
tion method with only a single observation, while can
take full advantage of multiple images when available.

e The resulting algorithm (Algorithm 1) is virtually
tuning-parameter free, requiring no empirical tuning of
the weight parameters for balancing the contributions
from different terms or observations.

3.3. Relationship with Existing M ethods

The proposed model (11) is a flexible framework espe-
cially appropriate for the task of blind multi-image restora-
tion, which has been investigated from different perspec-
tives under different assumptions in the literature. For ex-
ample, super-resolution techniques using multiple images

Algorithm 1: Blind Multi-Image Restoration.
1: Input: blurry images {y;}
2. Initialize: blur parameters {w; }, noise levels {\;}
3: While stopping criteria is not satisfied, do

e |mage Estimation:

HI'H 1 H,T
x5 [P AT, R

e Latent Variable Estimation:
Vi «Ti2 + Zl Zil/L, with z;; = W
by} i
e Blur/Registration Parameter Estimation:
miny, >0 ly: — Uwil3 + wi' 3, 2uB{, yBu.ywi
where U; = [DP(LZ)T[, DP(Qﬂl)Tl7 .- -]X and
B(i,l) = [DP(LZ)T[, DP(Qﬂl)Tl7 N -]ei.

e Noise EstiHmati20n:
A= W with 8, =, ziillhe I3
4: End

typically take the mis-alignment into consideration but treat
the blur kernel either as known [4], or estimated but with
simple form, without modeling motion blur [13]. On the
other hand, multi-image deblurring methods can estimate
the blur kernels but typically assume that all images are
well-aligned [12, 27]. Our model, in contrast, can han-
dle multiple images with unknown alignments jointly with
complex motion blurs, more general than both kinds of
methods. Related task on single-image super-resolution,
joint with blur kernel estimation, has been recently inves-
tigated in [14]. In the case of a single observation and dis-
carding the transformation factor T and decimation opera-
tor D, the proposed model reduces to the recent single im-
age non-uniform deblurring method proposed in [ 26].

The proposed model differs significantly from standard
multi-channel blind deconvolution methods (e.g., [ 17, 27]),
with a uniform convolutional model without decimation,
and without joint handling of mis-alignment. Although
this appears similar to standard MAP formulations used for
blind deblurring [22, 9, 2], a crucial difference is that the
penalty term g in the proposed model (11) jointly regular-
izes x, wy, and \;. This coupled penalty introduces a natural
way to avoid premature convergence to a bad local minima,
by progressively introducing more concavity (sparsity) of
the penalty function automatically, according to the noise
level and blur estimation [26]. Conventional MAP formula-
tions, using separate penalty terms, do not have this proper-
ty. Moreover, the proposed approach can estimate the noise
level for each observation, thus avoiding the empirical se-
lection of the balancing parameters. For the determination
of the projection operator set P ;y, the proposed method
uses a potentially over-complete candidate projection oper-



Figure 2. Image Alignment. Left to right: (a)-(b) two sharp im-
ages of the same scene (c) the composite result by averaging (a)
and (b). The composite image is blurry as the two images are not
aligned. (d) the result image using the proposed method, where
even some resolution improvements are noticeable. The learned
transformation and kernel patterns are shown in Figure 3.

ator set and then estimates the combination weights over
this set, with (close to) zero values for the irrelevant basis,
thus selecting relevant transformation basis for usage auto-
matically, requiring no greedy matching schemes as in [ 2].

3.4. Implementation Details

Joint alignment and non-uniform blind restoration is
achieved by minimizing the cost function in (11), which can
be accomplished by minimizing its rigorous upper bound
via the majorization-minimization technique [15], leading
to the algorithm summarized in Algorithm 1.

As mentioned above, the transformation operator T'; is
essential for compensating the geometric mis-alignments
when more than one observations are present. Furthermore,
it can be combined with the projection set {P ; }, producing
transformed basis set P ;) for each observation. For sim-
plicity, in practice we have only used projection operators
P ;) involving in-plane translations and rotations similar
to [7] for modeling the camera shake as well as handling
the spatial mis-alignment. To alleviate the computational
cost due to the evaluation of the matrix-vector product Hx,
the Efficient Filter Flow (EFF) technique is used, which can
be combined with the PMP model to produce the local blur
kernels for local convolutional approximation [ 9]. The dec-
imation operator D is implemented via subsampling the in-
put for every s rows and columns for the zooming factor of
s. A standard multi-scale estimation scheme is incorporated
consistent with most recent blind deblurring work [ 5].

Finally, we emphasize that Algorithm 1 only provides
an estimate of the latent image in the derivative domain.
Consequently, consistent with other methods, we use the
estimated blur parameters {w;} in a final non-blind multi-
image restoration step to recover the latent high quality im-
age using a modified approach of [11].

4. Experimental Results

This section provides experimental results, with the pro-
posed method compared with several multi-image restora-
tion methods, including the multi-image deblurring meth-
ods (Sroubek et al. [17], Zhang et al.[27] and Cho et

SEPARATE JOINT

Figure 3. Estimated blur kernel patterns for the images in Fig-
ure 2. Left: blur kernel patterns estimated separately for each im-
age. Right: blur kernel patterns estimated jointly using the pro-
posed method. As can be observed, when estimated separately,
the blur kernel patterns are in their canonical form, while when
estimated jointly, the relative transformation is captured by the re-
covered blur kernel patterns.

al. [2, 3]) as well as several super-resolution method-
s (Farsiu et al. [4], Glasner et al. [6], Michaeli and
Irani [14]).  More results and comparisons are not
shown here due to space limitation and can be found at
https://sites.google.com/site/hczhangl/.

4.1. Image Alignment

We first show an experiment on image alignment. Fig-
ure 2 shows two sharp images of the same scene taken con-
secutively with a hand-held camera. The two captures are
not aligned, as can be easily observed from their super-
composed images as shown in Figure 2 (c). The proposed
method can learn the transformation automatically and gen-
erate an output image fusing all two observations, as shown
in Figure 2 (d). It can be observed that the output image
contains more details even than the original sharp images.
Figure 3 shows the learned kernel patterns for the two input
images. As can be observed, when estimated separately,
the blur kernel patterns are in their canonical form and do
not reflect the alignment information, while when estimated
jointly, the relative transformation between observations is
captured by the recovered blur kernel patterns. All the lo-
cal kernels are very close to a delta kernel, and the relative
position transformation of the kernel patterns encodes the
learned transformation between the observed images.

4.2. Multi-lmage Deblurring

In this section we evaluate the performance of the pro-
posed method on the task of multi-image deblurring. For
the first experiment, we use three blurry text images with
mis-alignment from Sroubek et al. [17], as shown in Fig-
ure 4. These images are generated by attaching a text label
to a vibrating machine, and using a standard digital camera
mounted on a tripod for image capturing, with an exposure
time of 1/15s that is comparable to the irregular variation
period of the machine [17]. It is clear that the captured
images are not aligned with each other due to the relative
motion between the text label and camera caused by the
machine variation. We first use the multi-image deblurring
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Figure 4. Text deblurring. Top left: three blurry observations. Bottom left: deblurred images using different methods (Sroubek et al. [17],
Zhang et al. [27] and the proposed method). Right column: estimated blur kernel patterns using the proposed method.

Life ls goooog Lifeiis govood

BLURRY | BLURRY Il

method proposed in [27] for restoration, which uses a con-
volutional blur model and does not handle mis-alignment, a-
part from small translational ones. As can be observed from
Figure 4, the deblurred image has severe ringing artifacts,
possibly due to the non-translational mis-alignments which
cannot be compensated by the translation of the kernels for
the method in [27]. Sroubek et al. proposed to handle the
mis-alignment problem by using a pre-registration step to
align the blurry observation and then used a standard multi-
image blind deblurring technique with a uniform blur as-
sumption for recovering the final restoration result [17], as
shown in Figure 4. As both models in [27] and [17] use u-
niform blur model, the main difference lies in the additional
pre-alignment step of [17]. By comparing the results from
both methods, it is clear that the deblurring method with
a pre-alignment process [17] outperforms the most recen-
t method without alignment handling [27], indicating the
importance of the alignment. The proposed method, with
alignment and deblurring integrated together, can generate
a deblurred image with better quality than that of the two-
step approach by Sroubek et al. [17]. As shown in Figure 4,
the recovered kernel patterns and their relative positions en-
code the blur (intra-frame camera motion) and transforma-
tion (inter-frame camera motion) respectively. While the
blur is relatively uniform in this case, the advantage of the
proposed joint method would be more pronounced in the
presence of both mis-alignment and non-uniform blur, as

Figure 5. Deblurring results. (a) blurry images. (b) Zhang and Wipf [26] (c) Cho et al. [2]. (d) Our result.
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shown by the examples below.

Another set of experiments using test images from [2]
are shown in Figure 5. It is clear that the two blurry images
are not aligned. The deblurring result by the single-image-
based deblurring method in [26], using the first blurry im-
age, is imported for comparison. As can be observed, the
single-image-based method [26] produces a deblurred im-
age with apparent ghosting artifacts (see the zoomed patch
for face area), as well as ringing artifacts (see the zoomed
patch for the texts). The registration based method by Cho
et al. [2] produces a deblurred image with less artifacts than
the single-image-based method, but the deblurred image is
blurry and with some fine details missing. The result from
the proposed method is clear and sharp, with the least ring-
ing and ghosting artifacts, while it is sharper and with more
fine details than the result of Cho et al. [2].

Figure 6 shows two blurry photographs of a poster cap-
tured with a hand-held camera. The deblurring result using
the method of [27] has severe ringing artifacts and the de-
tailed structures are not recovered. The proposed method
can recover more detailed structure and produce a deblurred
image with less ringing artifacts.

Furthermore, simple video deblurring can be achieved
with the proposed method by taking several consecutive
video frames as input (Figure 8). Higher quality results are
expected with more advanced alignment/matching scheme
(e.g. [8, 13]), which will be our future work.
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Figure 6. Deblurring results. (a) The first blurry image (b) The second blurry image (c) Zhang et al. [27]. (d) Our result.

Figure 7. Blind multi-image super resolution(2x). (a) low-res
and blurry images. (b) result by Farsiu et al. [4] (c) Our result.

4.3. Blind Super-Resolution

With the subsampling operator integrated, the proposed
model can be applied to the blind super-resolution (BSR)
problem, where the blur kernel is also required to be es-
timated apart from the high-resolution image [14]. We
first demonstrate the application of the proposed method
on the task of multi-image blind super-resolution in Fig-
ure 7, where six low-quality images with moderate mo-
tion blur are used as input. It can be observed that the
proposed method can generate a restored result with more
details than the conventional multi-frame super resolution
method [4]. Further, we compare with the very recent work
of Michaeli and Irani [14] on single image BSR task using
test images from their paper, as shown in Figure 9. As can
be seen from the comparison, the proposed method, even
without using a sophisticated image prior (e.g., multi-scale
self-similarity [6, 14]), can outperform the method of Glas-
ner et al. [6] and performs similar to Michaeli and Irani’s
recent method [14], both of which incorporated the multi-
scale self-similarity image prior.

5. Conclusion

A blind multi-image restoration method is presented in
this paper, which can achieve joint alignment, non-uniform
deblurring as well as resolution enhancement. Currently,
the scene involved in imaging is assumed to be static and
the transformations relating the multiple observations are
globally rigid. Future work would include generalizing the
proposed model to handle scenes involving moving objects
as well as non-rigid transformations using techniques sim-
ilar to [8, 13]. Another interesting extension is to exploit
external domain knowledge for improved blur estimation
and image recovery [28]. Extending the proposed method
for joint video stabilization and deblurring is also an inter-
esting future research direction.
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