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Abstract

A topical video object refers to an object that is fre-
quently highlighted in a video. It could be, e.g., the prod-
uct logo and the leading actor/actress in a TV commer-
cial. We propose a topic model that incorporates a word
co-occurrence prior for efficient discovery of topical video
objects from a set of key frames. Previous work using
topic models, such as Latent Dirichelet Allocation (LDA),
for video object discovery often takes a bag-of-visual-words
representation, which ignored important co-occurrence in-
formation among the local features. We show that such data
driven co-occurrence information from bottom-up can con-
veniently be incorporated in LDA with a Gaussian Markov
prior, which combines top down probabilistic topic mod-
eling with bottom up priors in a unified model. Our ex-
periments on challenging videos demonstrate that the pro-
posed approach can discover different types of topical ob-
jects despite variations in scale, view-point, color and light-
ing changes, or even partial occlusions. The efficacy of the
co-occurrence prior is clearly demonstrated when compar-
ing with topic models without such priors.

1. Introduction
With the prevalence of video recording devices and the

far reach of online social video sharing, we are now mak-
ing more videos than ever before. The videos usually con-
tain a number of topical objects, which refer to objects that
are frequently highlighted in the video, e.g., the leading ac-
tor/actress in a film. It is of great interests to automatically
discover topical objects in videos efficiently as they are es-
sential to the understanding and summarization of the video
contents.

One potential approach to automatically discover video
objects is using frequent pattern mining [6]. Although sig-
nificant progress has been made along this path [21] [19],
it is still a challenge to discover topical objects in videos
automatically using frequent pattern mining methods. As

a bottom-up approach, frequent pattern mining requires the
predefined items and vocabularies. However, different in-
stances of the same video object may endure significant
variabilities due to viewpoint, illumination changes, scale
changes, partial occlusion, etc. This makes the frequent
item set mining with video data to be very difficult with
the ambiguity of visual items and visual vocabularies.

To mitigate this challenge, several methods have
been proposed to discover topical objects in images and
videos [21] [17] [14] [15] [23]. Notwithstanding their suc-
cesses, these methods are limited in different ways. For ex-
ample, Zhao and Yuan [23] have proposed to discover topi-
cal objects in videos by considering the correlation of visual
items via cohesive sub-graph mining. It has demonstrated
effectiveness in finding one topical object, but it can only
find multiple video objects one by one.

Russell et al. have proposed to discover objects from im-
age collections by employing Latent Dirichlet Allocation
(LDA) model [14] [2]. It can discover multiple objects si-
multaneously while each object is one topic discovered by
LDA model in a top-down manner. However, the computa-
tional cost will be too high if LDA model is directly lever-
aged to discover video object, as one second video contains
dozens of frames. One possible mitigation is to discover
the video object from selected key frames only. As a con-
sequence, dense motion information can no longer be ex-
ploited, and any model needs to address the problem with
learning of limited number of training examples to avoid
overfitting.

To effectively address the issue of limited training sam-
ples, we propose a new topic model which explicitly incor-
porates a word co-occurrence prior using a Gauss-Markov
network over the topic-word distribution in LDA. We call
our model as LDA with Word Co-occurrence prior (LDA-
WCP). This data-driven word co-occurrence prior can ef-
fectively regularize the topic model to learn effectively from
limited samples.

In our model, a video sequence is characterized by a
number of key frames and each frame is composed of a
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collection of local visual features. Each key frame is seg-
mented at multiple resolutions [14]. After clustering the
features into visual words, we obtain the bag-of-words rep-
resentation for each segment. The parameter of the word
co-occurrence prior is obtained by analyzing the spatial-
temporal word co-occurrence information. After that, the
topical objects are discovered by the proposed LDA-WCP
model.

By combining data-driven co-occurrence prior from
bottom-up with top-down topic modeling method, the ben-
efits of our method are three-fold. First, by using the multi-
ple segmentation and the bag-of-words representation, our
method is able to cope with the variant shapes and appear-
ance of the topical video objects. Second, through the pro-
posed LDA-WCP model, our method can discover multiple
topical objects simultaneously. Last but not least, by incor-
porating the word co-occurrence prior, the proposed LDA-
WCP model can successfully discover more instances of the
topical video objects. Experimental results on challenging
video datasets demonstrated the efficacy of our model.

2. Related Works
Most existing visual object discovery methods fall into

one of the two categories: bottom-up based methods that
find visual objects from bottom-up, and generative model
based methods that find objects through top-down reason-
ing. One type of bottom-up methods depend on the frequent
pattern mining algorithms [6]. These methods first translate
each image into a collection of “visual words” and then dis-
cover the common object through frequently co-occurring
words mining [21] [19] [20] [22]. To represent each image
using the transaction data, Yuan et al. consider the spatial K-
nearest neighbors (K-NN) of each local features as a trans-
action record [21] [22]. Han et al. summarize the frequent
pattern mining algorithms in [6].

Another type of bottom-up methods discover visual ob-
jects by graph or tree matching or mining. Traditional sub-
graph matching methods characterize an image as a graph
or a tree composed of visual features. Then, the visual ob-
ject is discovered by graph or tree matching [17]. Liu and
Yan use sub-graph mining to find the common patterns be-
tween two images [10]. Zhao and Yuan characterize all key
frames using an affinity graph of all visual features and find
the topical object by cohesive sub-graph mining [23]. How-
ever, the sub-graph mining algorithms are not naturally de-
signed for multiple object discovery.

To consider the inter-image or intra-image statistics for
video object discovery, one possible way is using latent se-
mantic embedding structures to describe the image or image
region. Most notable methods include probabilistic LSA
(pLSA) model [7] and Latent Dirichlet Allocation (LDA)
model [2]. Russell et al. [14] discover visual object cate-
gories based on LDA model. They first segment the images

multiple times and then use LDA to discover object topics
form a pool of segments. Liu and Chen [8] show promis-
ing video object discovery results by combining pLSA with
Probabilistic Data Association (PDA) filter based motion
model.

Variants of LDA models have been applied in many dif-
ferent applications. Among them, there are works related
to exploring the order or the spatial correlation of words in
each document. Gruber et al. propose to model the top-
ics of words in the document as a Markov chain [5]. Wang
and Grimson propose a Spatial Latent Dirichlet Allocation
(SLDA) model which encodes the spatial structure among
visual words [18]. Cao and Li propose a spatially coherent
latent topic model [4] for recognizing and segmenting ob-
ject and scene classes. Philbin et al. propose a Geometric
Latent Dirichlet Allocation (gLDA) model for unsupervised
particular object discovery in unordered image collections
[13]. It is an extension of LDA, with the affine homography
geometric relation built into the generative process. Some
other works explore different priors over the topic propor-
tion such as using logistic normal prior [3] or Dirichlet tree
prior [1] to develop correlated topic models.

Another theme of research, such as [9], engages human
in the loop for video object discovery. Their model takes
weakly supervised information from the user, which is suit-
able for targeted object discovery that is tailored to users’
interests.

3. LDA with Word Co-occurrence Prior
To discover topical objects from videos, visual features

are extracted from key frames and clustered into visual
words first. Then each video frame is segmented at differ-
ent resolutions to obtain the bag-of-words representation for
each segment. After that we obtain the word co-occurrence
prior by analyzing the spatial-temporal word co-occurrence
information. Finally, video objects are discovered by the
proposed LDA-WCP model. This section describes details
about LDA-WCP model while the word-occurrence prior is
introduced in Sec. 4.

3.1. Preliminaries

Our method first extracts a set of local visual features
from key frames, e.g., SIFT feature [11]. Each visual
feature in key frame Il is described as a feature vector
φl(u) = [u,h], where vector u is its spatial location in the
frame, and high-dimensional vector h encodes the visual
appearance of this feature. Then, a key frame Il is repre-
sented by a set of visual features Il = {φl(u1), ..., φl(up)}.
Clustering algorithms, such as k-means, group the features
in all F frames {Il}

F
l=1 according to the similarity be-

tween their appearance vectors, yielding V visual words
Π = {w1, w2, ..., wV }.

To consider the spatial information of visual objects,
each key-frame is segmented multiple times using normal-
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Figure 1. Graphical model representation for (a) original LDA, and (b) the proposed LDA-WCP. Here we set the number of words to be
four for illustration convenience.

ized cut [16] to generate segments at different resolution
levels.. Then each segment is represented by its correspond-
ing visual words and denoted by w = {wn|n = 1, ..., N},
which is considered as one document. All segments of one
video are collected as a corpus denoted by D = {wm|m =
1, ...,M}. In the following, we also use d to represent one
specific document.

3.2. Original LDA

Before describing the proposed model, we first briefly in-
troduce original LDA model [2]. LDA shown in Figure 1(a)
assumes that in the corpus, each document d arises from a
mixture distribution over latent topics [2]. Each word wdn

is associated with a latent topic zdn according to the doc-
ument specific topic proportion vector θd, whose prior is
Dirichlet with parameter α. The word wdn is sampled from
the topic word distribution parameterized by aK×V matrix
β, where each row βi, 1 ≤ i ≤ K, satisfies the constraint∑V

j=1 βij = 1. Here K and V denote the number of topics
and the vocabulary size, respectively.

The generative process for original LDA is as follows:

1. For each document d, θd ∼ Dirichlet(α);
2. For each of the Nd word in document d:

Choose a topic zdn ∼ Multinomial(θd);
Choose a word wdn ∼ Multinomial(βzdn

).

For each document d, the joint distribution of a topic
mixture θd, a set of Nd topics z, and a set of Nd words
w is given by:

p(θd, z,w|α, β) = p(θd|α)

Nd∏
n=1

p(zdn|θd)p(wdn|zdn, β),

where p(zdn|θd) is simply θdi for unique i such that zi
dn =

1. Integrating over θd and summing over z, the marginal
distribution of document d, is obtained as:

p(w|α, β) =

∫
p(θd|α)(

Nd∏
n=1

∑
zdn

p(zdn|θd)p(wdn|zdn, β))dθd.

Finally, taking the product of the marginal probabilities of
single documents, we obtain the probability of a corpus [2]:

p(D|α, β) =

M∏
d=1

∫
p(θd|α)

⎛⎝ Nd∏
n=1

∑
zdn

p(zdn|θd)p(wdn|zdn, β)

⎞⎠ dθd.

Figure 2. Illustration of visual features for several frames of one
video. The blue cross + shows visual words which have strong
co-occurrence with each other, while the green star � shows words
which have weak co-occurrence with each other.

3.3. LDA-WCP Model

LDA model is computationally efficient which can also
capture the local words co-occurrences via the document-
word information. However, the assumption that the words
in the document are independent may be an oversimplifi-
cation. Take the video data as an example, a topical ob-
ject may contain unique patterns composed of multiple co-
occurrence features. Besides, the video objects may be
small and hidden in the cluttered background, these co-
occurrence features can provide highly discriminative in-
formation to differentiate the topical object from the back-
ground clutter.

The above consideration motivates us to propose LDA-
WCP model, which impose a priori constraints on differ-
ent visual words to encourage co-occurrence visual words
in the same topic, as shown in Figure 1(b). This is tech-
nically achieved by placing a Markovian smoothness prior
p(β) over the topic-word distributions β, which encourages
two words to be categorized into the same topic if there is
strong co-occurrence between them. In video object discov-
ery, the visual words belonging to the same object co-occur
frequently in the video, as shown in Figure 2. With the help
of prior p(β), these words are more likely to be clustered
to the same topic. Therefore, more instances of this object
will be categorized to the same topic even when some in-
stances contain the noisy visual words from other objects or
the background.

A typical example of prior p(β) is the Gauss-Markov
random field prior [12], expressed by:

p(β) ∝
K∏

i=1

σ−V
i exp

[
− 1

2

∑V
j=1

E(βij)

σ2

i

]
, (1)
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E(βij) =
∑

m∈Πj

εm(βij − βim)2, (2)

where Πj represents the words which have co-occurrence
with word wj and εm is the co-occurrence weight between
word wm and word wj . E(βij) is the co-occurrence evi-
dence for word j within topic i. The parameter σi captures
the global word co-occurrence smoothness of topic i and en-
forces different degrees of smoothness in each topic in order
to better adapt the model to the data. The larger the param-
eter σi is, the stronger word co-occurrence is incorporated
in topic i. The estimation of word co-occurrence prior is in-
troduced in Sec. 4. Considering the Gauss-Markov random
field prior, the probability of a corpus becomes:

p(D|α, β,Π) = p(β)p(D|α, β). (3)

In this way, the prior term incorporates the interaction of
different co-occurrence words and forces them to co-occur
in the same topic.

The proposed LDA-WCP model can be solved using a
variational expectation-maximization (EM) algorithm simi-
lar to the one for LDA. The E-step approximates the poste-
rior distribution p(θ, z|w, α, β) while the M-step estimates
the parameters by maximizing the lower bound of the log
likelihood. The following two subsections describe the E-
step and M-step, respectively.

3.4. Variational Inference for LDA-WCP

The inference problem for LDA-WCP is to compute the
posterior p(θ, z|w, α, β), which is intractable due to the
coupling between θ and β, as shown in Figure 1. The ba-
sic idea of variational inference is to use a tractable dis-
tribution q to approximate the true posterior distribution
p, by minimizing the Kullback-Leibler divergence between
the two distributions. Here we approximate the posterior
p(θ, z|w, α, β) by q(θ, z|γ, φ) = q(θ|γ)

∑N
n=1 q(zn|φn),

where the Dirichlet parameter γ and the multinomial pa-
rameters φ1, ..., φN are free variational parameters. Since
the Gauss-Markov random field prior does not couple with
other variables, we directly use p(β). After this approxima-
tion, the lower bound of log likelihood of the corpus (Eq.3)
is obtained:

L(γ, φ;α, β) ≤ log p(D|α, β). (4)

The specific formulation of L(γ, φ;α, β) can be found in
[2]. The values of varitional parameters φ and γ can be
obtained by maximizing this lower bound with respect to φ
and γ:

(γ∗, φ∗) = arg max
γ,φ

L(γ, φ;α, β). (5)

This maximization can be achieved via an iterative fixed-
point method. For learning with LDA-WCP over multiple
documents, the variational updates of φ and γ are iterated

until the convergence for each document. This section is
presented to make the description complete. Further details
can be found in the appendix of [2].

3.5. Parameter Estimation for LDA-WCP

The influence of word co-occurrence prior is adjusted
through the strength parameter σ when estimating values
of β. Considering the lower bound of log likelihood with
respect to β:

L|β| = L
′

|β| +
K∑

i=1

V∑
j=1

(
− log(σV

i )−
1

2

E(βij)

σ2
i

)
, (6)

where L
′

|β| is the lower bound of log likelihood without the
Gauss-Markov random field prior:

L
′

|β| = Φ(β) +

k∑
i=1

λi(

V∑
j=1

βij − 1), (7)

where Φ(β) =
∑M

d=1

∑Nd

n=1

∑K
i=1

∑V
j=1 φdniw

j
dn log βij ;

φdni is the topic i proportion for item n in document d;
wj

dn indicates the occurrence of word wj of item n in doc-
ument d; and λi is the Lagrange multipliers for constraint∑V

j=1 βij = 1.
The word co-occurrence prior is included in the objective

function of Eq.6 and it is more challenging to solve this
problem. So we first obtain the solution of βij by solving
L

′

|β|. Take the derivative L
′

|β| with respect to βij , set it to
zero, and find:

β
′

ij =

M∑
d=1

Nd∑
n=1

φdniw
j
dn. (8)

Then, the solution for parameters σ2
i are obtained by setting

∂L|β|/∂σ
2
i = 0:

σ2
i =

1

V

V∑
j=1

E(β́ij), (9)

where E(β́ij) =
∑

m∈Πj εm(β
′

ij − β
′

im)2. After that, we
add the Gauss-Markov smooth information back by solving
the following problem:

L|β| = Φ(β) +

k∑
i=1

V∑
j=1

(
− log(σV

i )−
1

2

E(β̂ij)

σ2
i

)
, (10)

where E(β̂ij) =
∑

m∈Πj εm(βij − β
′

im)2 and β
′

im is ob-
tained by Eq.8. To simplify the formulation, we will con-
sider the constraint

∑V
j=1 βij = 1 later. Let ψij

w =∑M
d=1

∑Nd

n=1 φdniw
j
dn and by changing the order of sum-

mation, we obtain:

L|β| =

K∑
i=1

V∑
j=1

(
ψij

w log βij− log σV
i −

1

2

E(β̂ij)

σ2
i

)
. (11)
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To compute parameter βij , we have to maximize L|β|
with respect to βij , that is, to compute its partial deriva-
tive and set it to zero. Considering a neighborhood Πj and
setting ∂L|β|/∂βij = 0 gives a second degree polynomial
equation with respect to βij :

ψij
w

1

βij

−

∑
m∈Πj εmβij −

∑
m∈Πj εmβ

′

im

σ2
i

= 0. (12)

Multiply by both sides with βij and σ2
i , we obtain the fol-

lowing second degree polynomial equation:( ∑
m∈Πj

εm

)
β2

ij−

( ∑
m∈Πj

εmβ
′

im

)
βij−ψ

ij
wσ

2
i = 0. (13)

This equation has two solutions for βij . It is easy to check
that there is only one non-negative solution for the βij and
we select it as the final solution. As β

′

im is initialized by
solving Eq.8 without using the Gauss-Markov prior, we ap-
ply a fixed point iteration to estimate βij . We can see that
parameter σ controls the weight of smooth.

After obtaining the solutions for all βij , β is normalized
such that

∑V
j=1 βij = 1. The estimation for parameter α is

the same as the basic LDA model by maximizing the lower
bound with respect to α, i.e., α∗ = arg maxα L(γ, φ;α, β).
The overall algorithm is summarized in algorithm 1:

Algorithm 1 The EM algorithm for LDA-WCP model
input : The corpus D and word co-occurrence prior p(β).
output : The topic document matrix γ and the topic word matrix

β.

repeat1

/* E-step: variational inference */2

for d = 1 to D do3

(γ∗, φ∗) = arg maxγ,φ L(γ, φ; α, β)4

end5

/* M-step: parameter estimation */6

estimate β
′

using Eq.8
estimate topic smoothness parameter σ using Eq.97

update β with word co-occurrence prior by solving Eq.138

normalize β to satisfy the constraint
∑V

j=1
βij = 19

α∗ = arg maxα L(γ, φ; α, β)10

until convergence ;11

4. The Word Co-occurrence Prior for Videos

For video corpus, we can obtain the word co-occurrence
prior by considering the spatial-temporal co-occurrence of
words. In a typical video, a number of visual words
may have strong co-occurrence while others have weak co-
occurrence. To estimate the word co-occurrence prior, we
find the k nearest neighbors for each visual word wj in each

video frame Il first. The neighbors in frame Il are selected
according to their spatial distances with wordwj and denote
the selected nearest neighbor set in frame Il as Πj

l . Second,
we obtain the global neighbor set Πj for each visual word
wj by assembling the nearest neighbors of word wj in all
frames:

Πj = {Πj
1, · · · ,Π

j
l , · · · ,Π

j
F }. (14)

Then we count the number of occurrence of each visual
word wmin the neighbor set Πj :

N (wm) = |{wm : wm ∈ Πj}|. (15)

After that, we select the top k visual words according to the
numbers of their occurrences in the neighbor set Πj and de-
note the selected visual word set as Π̂j . The co-occurrence
weight εm between the selected neighbor visual word wm

and wj is calculated as εm = N (wm)

|Π̂j |
. The Gauss-Markov

random field prior p(β) is build using the neighbor set of
each word as Eq. 1.

In this section, we show how to obtain the word co-
occurrence prior by simply checking their co-occurrence
frequency in the whole video. It is important to note that
the word co-occurrence prior can also be obtained by con-
sidering the frequent pattern mining algorithms [6], or by
employing the human knowledge.

5. Evaluation
To evaluate our approach, we test it on challenging

videos for topical object discovery. In addition, we com-
pare the proposed approach with the state-of-the-art meth-
ods [14] [23].

5.1. Video Datasets

In the first experiment, we discover video objects from
fourteen video sequences downloaded from YouTube.com.
We test our method on the video sequences one by one, and
try to find one topical object from each video. Most of the
videos have the well-defined topical objects, e.g., the prod-
uct logo. In the second experiment, we test our method on
another ten video sequences which have well defined mul-
tiple video objects. It is possible that one video frame con-
tains multiple objects and some video frames contain only
one topical object.

5.2. Experimental Setting

To obtain the segment representation for videos, we first
sample key-frames from each video at two frames per sec-
ond. SIFT features are extracted from each key-frame.
For each sequence, the local features are quantized into
V = 1000 visual words by the k-means clustering. The
number of visual words is selected experimentally. The
top 10% frequent visual words that occur in almost all key
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Figure 3. Sample results of single object discovery. Each row shows the discovery result of a single video. The segment with normal color
contains the discovered topical object, while the segments highlighted by the green color correspond to the background region. The red
bounding boxes indicate the ground truth position of the topical objects and the frames without bounding boxes contain non instances of
topical objects.

frames are discarded in the experiments. Then each key-
frame is segmented at multiple levels using normalized cut
[16]. In our implementation, each key-frame is segmented
into 3, 5, 7, 9, 11 and 13 segments, respectively. We perform
normalized cut in both original key-frames as well as the
down-sampled key-frames of half size of the original key-
frames. After the segmentation, each segment is described
by the bag-of-words representation. To employ LDA-WCP
model, the word co-occurrence prior is estimated by using
the top 10 neighbors for each visual word as shown in Sec.
4.

To quantify the performance of the proposed approach,
we manually labeled the ground truth bounding boxes of the
instances of topical objects in each video frame. The bound-
ing boxes locate 2D sub-images in each key frame. LetDR
andGT be the discovered segments and the bounding boxes
of ground truth, respectively. The performance is measured
by F -measure. To calculate the F -measure value for one
video, the F -measure value is first calculated for each key
frame and then the average value of all key frames is used
to evaluate the whole video.

In the following experiments, we set the topic number
K = 8 for LDA-WCP model. After obtaining a pool of
segments from all key frames, object topics are discovered
using the proposed LDA-WCP model. Then the most sup-
portive topics are selected. The supportiveness of one topic
is measured by using the ground truth. The more instances
of the ground truth object in one topic, the higher the sup-
portiveness of this topic is. One topic is selected in the first
experiment for the performance evaluation, while two are
selected in the second experiment.

5.3. Single Video Object Discovery
Many videos contain a single topical object, e.g., the

Starbucks logo in a commercial video of Starbucks cof-
fee. Such a topical object usually appears frequently. Fig-
ure 3 shows some sample results of video object discovery
by LDA-WCP model. In the video sequences, the topical
objects are subject to variations introduced by partial oc-
clusions, scale, viewpoint and lighting condition changes.
It is possible that some frames contain multiple instances
of video objects and some frames do not contain any video

Table 1. Numbers of topical frames and instances of two topical
objects in each video sequence.

Seq. 1 2 3 4 5 6 7 8 9 10

FNo. 24 33 31 30 28 19 46 49 40 27

INo. 37 39 40 27 32 31 45 48 33 27

CNo. 29 29 28 24 32 27 45 35 30 27

objects. On average, each video have 42 keyframes and the
proposed method can correctly discover 16 instances from
total 19 instances of topical object. These results show that
the proposed approach performs well for discovering single
object from video sequences.

5.4. Multiple Video Objects Discovery

Many videos contain a number of objects which have
comparable importance for video understanding. Such ob-
jects can be the objects that are frequently highlighted in
the video, or the persons that appear commonly, e.g., the
leading actor/actress in the same video. In this experiment,
multiple objects are discovered for each video.

Figure 4 shows sample results of multiple topical object
discovery. For one video, we show two discovered topi-
cal objects and each row shows the result of one topical
object. It can be seen that the proposed approach can cat-
egorize the instances of different topical object to different
topics, even when one video frame contains multiple types
of topical objects. Table 1 summarizes the information of
ten video sequences. For each sequence, the number of
key frames(FNo.), the ground truth number of topical ob-
ject instances (INo.) and the corrected detected number of
topical object instances (CNo.) are shown in three rows,
respectively. The instance numbers of two discovered topi-
cal objects are considered together. Averagely, the proposed
method can correctly discover 31 instances from total 36 in-
stances of two topical objects. These results show that the
proposed approach performs well for discovering multiple
topical objects from videos simultaneously.

5.5. Comparison with Other Approaches

We compare our video object discovery method with two
other methods: (1) LDA based approach and (2) sub-graph
mining approach. The LDA based approach [14] is the
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(a) (b)

(c) (d)

Figure 4. Sample results of multiple object discovery in one video. The instances of two discovered topical objects are given. (a) and (c)
show the object discovery results of the proposed LDA-WCP model while (b) and (d) show the results of LDA. The LDA-WCP model
categorized more instances of one topical object to the same topic than the LDA model. Two frames of (b) and (d) do not have the red
bounding boxes as LDA clustered two background segments into the discovered topics.

state-of-the-art approach for object categorization and ob-
ject discovery. To find the video object, each key frame
is segmented multiple times with varying number of seg-
ments and scales. After obtaining a pool of segments from
all key frames, object topics are discovered using LDA fol-
lowing the work in [2]. The visual words and other settings
are same as our method for a fair comparison. In the second
method, we use the sub-graph mining approach as described
in [23]. To find the topical object using sub-graph mining
approach, each key frame is segmented multiple times as
our method first. Then the affinity graph is built to repre-
sent the relationships of all segments. After that, by cohe-
sive sub-graph mining, the instances of topical object are se-
lected from the segments which have strong pair-wise affin-
ity relationships. As this method only obtains the maximum
sub-graph each time, we compare it with two other methods
for single object discovery only.

As shown in Figure 5(a), our proposed approach outper-
forms both LDA approach and sub-graph mining approach
in terms of the F-measure for single topical object discov-
ery, with an average score of 0.51 (Proposed) compared
to 0.43 (LDA) and 0.30 (Subgraph Mining), respectively.
LDA approach does not consider the co-occurrence prior
of visual words and its results only depend on the bag-of-
words information. The topics of segments may be affected
by the words of the background as the segmentation is not
always reliable. On the contrary, the proposed method can
achieve a much better result. The same conclusions can be
obtained for the experiment of multiple object discovery, as
shown in Figure 5(b). It is interesting to note that LDA-

WCP performs worse than LDA in some videos. This is
because the average F-measure of all discovered object in-
stances is used to evaluate the whole video. As some seg-
ments may occupy a small part of the object, more discov-
ered instances of one object may sometimes lead to a lower
average F-measure.

We further compare the number of discovered topical ob-
ject instances by LDA model and the proposed LDA-WCP
model. Figure 6(a) shows the discovered instance numbers
of single video object and Figure 6(b) shows the discovered
instance numbers of multiple objects. It can be seen that
LDA-WCP model can categorize more instances of one ob-
ject to the same topic than LDA model. By incorporating
the word co-occurrence prior, LDA-WCP model encour-
ages the words to be categorized to the same topic if there
is strong co-occurrence prior between them. This implies
that LDA-WCP model makes the learned topics more in-
terpretable by considering both the bag-of-words informa-
tion and the word co-occurrence prior. These comparisons
clearly show the advantages of the proposed video object
discovery technique.

6. Conclusion

Video object discovery is a challenging problem due to
the possibly large object variations, the complicated depen-
dencies between visual items and the prohibitive computa-
tional cost to explore all the candidate set. We first pro-
pose a novel Latent Dirichlet Allocation with Word Co-
occurrence Prior (LDA-WCP) model, which naturally in-
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Figure 5. The performance comparison of three approaches using two video datasets. (a) shows the single object discovery performance
of our approach (Proposed), LDA approach (LDA) [14] and sub-graph mining approach (Subgraph Mining) [23]. (b) shows the multiple
object discovery performance of two approaches.

tegrates the word co-occurrence prior and the bag-of-words
information in a unified way. Then we apply the LDA-WCP
model to discover multiple objects from videos simultane-
ously. Experiments on challenging video datasets show that
our method is efficient, robust and accurate.
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