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Abstract

Matching with hidden information which is available

only during training and not during testing has recently be-

come an important research problem. Matching data from

two different modalities, known as cross-modal matching

is another challenging problem due to the large variations

in the data coming from different modalities. Often, these

are treated as two independent problems. But for applica-

tions like matching RGBD data, when only one modality is

available during testing, it can reduce to either of the two

problems. In this work, we propose a framework which can

handle both these scenarios seamlessly with applications to

matching RGBD data of Lambertian objects. The proposed

approach jointly uses the RGB and depth data to learn an il-

lumination invariant canonical version of the objects. Dic-

tionaries are learnt for the RGB, depth and the canonical

data, such that the transformed sparse coefficients of the

RGB and the depth data is equal to that of the canonical

data. Given RGB or depth data, their sparse coefficients

corresponding to their canonical version is computed which

can be directly used for matching using a Mahalanobis met-

ric. Extensive experiments on three datasets, EURECOM,

VAP RGB-D-T and Texas 3D Face Recognition database

show the effectiveness of the proposed framework.

1. Introduction

In many practical scenarios, all the data that is available

during the training stage may not be available during test-

ing. This is analogous to human teaching approach, where

during the training stage the teacher provides some addi-

tional help with figures, examples, etc. which are not avail-

able during testing, but which still help in the learning pro-

cess. This is popularly known as Learning Using Privileged

Information (LUPI) [26] or testing with hidden information

(used in the remainder of the paper). Cross-modal matching

is another important and challenging problem in the field of

computer vision and pattern recognition with wide range

of applications like photo-sketch recognition, text-image

matching, etc. These two problems are generally treated

Figure 1. Flowchart of the proposed simultaneous semi-coupled

dictionary learning (S2CDL) approach.

as separate and different approaches have been proposed

for handling both the scenarios. For example, algorithms

like SVM+ [26], ITML+ [32] have been proposed to specif-

ically handle testing with hidden information. A consider-

able research has also been done in the area of cross-modal

matching, and Canonical Correlation Analysis [12], dictio-

nary learning based methods such as Semi-Coupled Dictio-

nary Learning [28] and Coupled Dictionary Learning [13]

have been proposed.

Now-a-days, with the easy availability of RGBD sen-

sors [2][1], we can simultaneously capture both RGB im-

ages as well as the depth information, which are together

known as RGBD data. However, during testing, both the

RGB and depth may not be available. In realistic scenar-

ios, we may not even have prior information as to which

modality will be available. Thus depending on the scenario,

if only one modality is available, the problem can reduce

to matching with hidden information (when RGB-RGB or

depth-depth are available) or cross-modal matching (when

RGB-depth are available). The same scenarios can occur

in other applications also, like when we have both text and

image data during training, but only one is available during

testing. This calls for a framework which can handle both

the scenarios simultaneously.

In this work, we propose a novel algorithm, S2CDL (Si-

175



multaneous Semi-Coupled Dictionary Learning) which can

handle matching with hidden information as well as cross-

modal matching in the same framework. Given RGBD

data of Lambertian objects, first a canonical representa-

tion is learnt from both the RGB and the depth informa-

tion. We use the frontally illuminated re-lighted image as

the canonical representation, since it incorporates the in-

formation about the albedo and the surface normals, which

are the intrinsic characteristics of the object and is also ro-

bust to illumination variations. Separate dictionaries for the

RGB, depth and canonical data are learnt such that the trans-

formed sparse representation of the RGB and the depth data

are same as that of the canonical representation. Finally, a

Mahalanobis metric is used for matching the sparse coef-

ficients of the canonical representation. Figure 1 shows a

flowchart of the proposed approach. Extensive experiments

performed on three RGBD datasets, namely EURECOM

face database [19], VAP RGB-D-T dataset [20] and Texas

3D Face Recognition database [10] [9] [8] and comparisons

with state-of-the-art approaches show the effectiveness of

the proposed framework. The contributions of this work are

as follows

• We have proposed a novel framework, named S2CDL
to simultaneously handle both matching with hidden

information as well as cross-modal matching.

• The proposed approach handles the coupling between

two domains through an intermediate robust, illumi-

nation invariant representation which incorporates its

intrinsic characteristics.

• To the best of our knowledge, this is the first time that

dictionary learning approach has been used to handle

hidden information.

The rest of the paper is organized as follows. Section 2 dis-

cusses the related works in literature. The training and test-

ing stages of the proposed approach are described in Sec-

tion 3 and 4 respectively. The experimental results are given

in Section 5 and the paper concludes with a summary.

2. Related Works

Both learning with hidden information and cross-modal

matching are active areas of research in the field of com-

puter vision. The LUPI scenario is well studied in the

works of [24], [26] and [32] which deal with the trans-

fer of information from the privileged data to the original

modality. In [26], privileged information is used to im-

prove the performance of SVM binary classification tasks.

In addition to the objective function of SVM+ [26] being

convex, an added advantage of increased speed of conver-

gence towards the final solution, is also achieved. The work

in [25] improves upon the student-teacher interaction [26]

enabling the classifier to better learn which objects are sim-

ilar with lighter computation loads. Extreme learning ma-

chines with privileged information (ELM+) [33] has been

shown to work in the same scenario as SVM and SVM+

([26]) and shows improvement over both of them. In [27],

attributes such as face shape, face acne, etc. are used in a

privileged manner to estimate the age of subjects. In [30],

hidden information is used in two settings to design a bet-

ter classifier by considering them either as secondary fea-

tures or secondary targets. [24] proposes two maximum-

margin techniques which enable the classifier to learn the

hard and easy examples from the privileged information

and use this additional knowledge to design a better pre-

dictor. Rank Transfer [24] is shown to be a generic method

which can handle any form of privileged information such

as attributes, annotator rationales, object bounding boxes or

even textual descriptions. The work in [7] utilizes the dis-

tance metric learning algorithm ITML (Information Theo-

retic Metric Learning) [6] two times to handle privileged in-

formation - first to remove the outlier pairs whose distances

are greater than some predefined threshold value by apply-

ing it on the privileged information and then again applying

it on the reduced main dataset. The ITML with privileged

information (ITML+) algorithm [32] designs a slack func-

tion to handle the additional data.

Several approaches have been proposed for matching

data coming from different modalities, such as Canonical

Correlation Analysis (CCA) [12][11] or dictionary learning

based methods such as Semi-Coupled Dictionary Learning

(SCDL) [28] and Coupled Dictionary Learning (CDL) [13].

CCA [12][11] learns a lower dimensional feature space for

optimal representation of the data from two modalities pro-

vided paired data is made available. The non-linear rela-

tionships between data can be handled by using kernel trick

while the constraint of paired data in either modalities has

been removed in the Cluster CCA formulation [22]. Dictio-

nary learning based methods [28][13] represent the given

data in sparse format and try to find transformations that

bridge the gap between these two sparse representations.

The coupled dictionary learning method [13] has also been

shown to handle synthesis problems well. Deep learning

techniques have also been used for multi-modal retrieval

in [29] where the deep learning architecture has been used

to effectively learn the mapping function between hetero-

geneous sources for capturing intra-modal and inter-modal

relationships.

3. Proposed Method

Here, we describe in detail the proposed framework for

matching with hidden information and cross-modal match-

ing for RGBD data of Lambertian objects. The approach

has a training and testing stage. Given the RGB and the

depth information in the training stage, we learn a canoni-
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cal representation as described next.

3.1. Canonical Representation

Assuming that the objects under consideration are Lam-

bertian, the intensity I at any pixel i is given by Lambert’s

Cosine law as follows [5],

Ii = ρi max(nT
i s, 0) (1)

where, ρi is the albedo of pixel i, ni denotes the surface

normal and s the light source direction, assuming there is a

single light source placed at infinity. But in realistic scenar-

ios, the object can be illuminated by multiple light sources

placed at arbitrary locations. Lee et al. [16] showed that

an arbitrarily illuminated object can be approximated as the

superposition of nine different images illuminated by nine

sources placed at predefined positions. Thus if {s1, . . . , s9}
be the nine illumination directions, the corresponding im-

age formation equation becomes

Ii =

9
∑

k=1

αkI
k
i , Iki = ρi max(nT

i sk, 0) (2)

where the nine illumination directions are given by [16]

(0,0), (49,17), (-68,0), (73,-18), (77,37), (-84,47), (-84,-47),

(82,-56), (-50,-84) in spherical coordinates. Iki is the inten-

sity of pixel i for the kth light source direction. The combin-

ing coefficients can be computed in the least square manner

using the surface normals computed from the depth infor-

mation and constant albedo [5]. Using this estimate α̂k and

the surface normals, we recompute the albedo as follows

ρi =
Ii

∑

9

k=1
α̂k max(nT

i sk, 0)
(3)

Though there are approaches to obtain a more robust esti-

mate of the albedo [5], we have used the computed albedo

directly without any further processing.

In this work, we consider the re-lighted image under

frontal illumination condition as the canonical representa-

tion. This representation is not only robust to illumination

variations, but also incorporates the intrinsic characteristics

of the underlying Lambertian object, i.e. the albedo and the

surface normal. So given the surface normal and the esti-

mated albedo, we obtain the canonical representation Ci as

follows

Ci = ρi max(nT
i s0, 0) (4)

where s0 = (0, 0, 1) is the frontal light source.

3.2. S2
CDL Algorithm

Here we describe the proposed S2CDL algorithm which

utilizes the canonical representation for matching RGBD

data in both the scenarios, i.e. matching with hidden in-

formation and cross-modal matching. Since in the testing

stage, the data can come from any modality which is not

known a priori, we propose to

• Learn the relation between the RGB data and the

canonical representation.

• Learn the relation between the depth data and the

canonical representation.

• Learn the above relations simultaneously so that cross-

modal matching can be incorporated in the same

framework.

During testing, if the data comes from the same modality

(i.e. RGB-RGB or depth-depth matching), the first two

conditions ensure that information from the other hidden

modality is utilized, whereas the third condition enables the

proposed algorithm to work in the cross modal scenario.

Considering the above noted objectives, we propose a dic-

tionary learning algorithm (S2CDL) for which the objec-

tive function is given by

E = Ed + Ec (5)

Here the first term represents the data reconstruction term

and the second term the data coupling term, which we will

describe in details below.

Data Representation Term: The first term in the ob-

jective function (5) ensures that the input data can be

reconstructed using the learnt dictionaries. Here we learn

three dictionaries, corresponding to the RGB data, depth

data and canonical data. So the data representation terms

have the form

Ed,x = ||X−DxΛx||2F + α||Λx||1 (6)

where X = {I,Z,C} denote that X can be the image data

I, depth data Z or the canonical data C. Dx and Λx denote

the corresponding dictionary and the sparse coefficients.

Coupling Term: The second term in the objective

function (5) denotes how the sparse coefficients are related

to one another. Here we have the sparse coefficients for

I, Z and C. As discussed above, we would like to learn

the relationship between the RGB and depth data with

the canonical representation simultaneously. For this, we

propose to learn two transformation matrices Ti and Tz

simultaneously, such that when applied to the RGB and the

depth data, they get transformed to the same coefficients

as that of the canonical representation. Thus the coupling

terms are given as below

Ec,i = ||TiΛi −Λc||2F (7)

Ec,z = ||TzΛz −Λc||2F (8)
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The two modalities are related through the robust intermedi-
ate canonical representation, which incorporates all the in-
trinsic characteristics of the underlying Lambertian object.
Thus combining both the data representation as well as the
coupling terms, we get the final objective function as

argmin
A

||I−DiΛi||2F + ||Z−DzΛz||2F + ||C−DcΛc||2F

+γ1||TiΛi −Λc||2F + γ2||TzΛz −Λc||2F
+α1||Λi||1 + α2||Λz||1 + α3||Λc||1

+β1||Ti||2F + β2||Tz||2F
s.t., ||di,j ||2 ≤ 1, ||dz,j ||2 ≤ 1 & ||dc,j ||2 ≤ 1 ∀j (9)

where A = {Di,Dz,Dc,Λi,Λz,Λc,Ti,Tz}. We solve

the above objective function and obtain the values of the

three dictionaries (Di,Dz,Dc) and their respective trans-

formations (Ti,Tz) as described next.

3.3. Optimization for the Proposed Algorithm

Here we describe how to solve for the different un-

knowns in the objective function (9), namely the three dic-

tionaries, the corresponding sparse coefficient matrices and

the two transformation matrices. Though the above objec-

tive function is not jointly convex, it is convex with respect

to each of the terms while keeping all the other terms fixed.

So to solve for the unknowns, we follow an iterative ap-

proach as described below:

Initialization: We initialize the dictionaries Di, Dz and

Dc using the standard KSVD formulation [3] as given be-

low.

min
Di,Dz,Dc,Λ

∣

∣

∣

∣

∣

∣

∣

∣
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∣


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2

F

+ α||Λ||1 (10)

The respective sparse coefficients Λi, Λz and Λc can be

initialized by solving the sparse coding separately for I, Z

and C. The transformation matrices Ti and Tz are set to

the identity matrix.

Updating the dictionaries: In this step, the transfor-

mation matrices and the sparse coefficients are kept fixed to

the value at the previous iteration and the dictionaries are

updated as follows:

argmin
Dx

||X−DxΛx||2F s. t. ||dx,j ||2 ≤ 1; ∀j (11)

for all X = {I,Z,C}. This is a constrained quadratic

problem with respect to Dx and the solution can found by

using Lagrange dual techniques [15]. We have used the

SPAMS package [18] for computing the dictionaries.

Updating the sparse representations: The sparse

representations are computed by keeping all the other

terms, i.e. the dictionaries and the two transformations

fixed at the value of the previous iteration. Thus the sparse

coefficients for the RGB data can be computed by solving

the following objective function

min
Λi

||I−DiΛi||2F + γ1||TiΛi −Λc||2F +α1||Λi||1 (12)

This is equivalent to solving the following function

min
Λi

∣

∣

∣

∣

∣

∣

∣

∣

[

I√
γ1Λc

]

−
[

Di√
γ1Ti

]

Λi

∣

∣

∣

∣

∣

∣

∣

∣

2

F

+ α1||Λi||1
(13)

We can write a similar objective function for computing the
sparse coefficients for the depth data. The sparse coeffi-
cients of the canonical representation can be computed us-
ing the following objective function

min
Λc

||C−DcΛc||2F + γ1||TiΛi −Λc||2F

+γ2||TzΛz −Λc||2F + α3||Λc||1

= min
Λc

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣





C√
γ1TiΛi√
γ2TzΛz



−





Dc√
γ1ID√
γ2ID



Λc

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

2

F

+ α3||Λc||1

(14)

where ID is the identity matrix. All the three modified

objective functions have the same form as that of the

standard sparse coding problem which can be solved by

using any of the common solvers such as SPAMS [18].

Updating the transformations: To solve for the

transformation vectors Ti and Tz in (9), the dictionaries

and the sparse coefficients are kept fixed at the value of the

previous iteration. Thus the objective function reduces to

solving the following two equations

min
Ti

γ1||TiΛi −Λc||2F + β1||Ti||2F
min
Tz

γ2||TzΛz −Λc||2F + β2||Tz||2F (15)

The second term is an extra regularization term which is

used to avoid over-fitting with respect to the training data.

The above equations have closed form solutions given by

Ti = ΛcΛ
T
i

(

ΛiΛ
T
i + (β1/γ1) ID

)

−1

Tz = ΛcΛ
T
z

(

ΛzΛ
T
z + (β2/γ2) ID

)

−1

(16)

The above steps are repeated till convergence.

3.4. Discriminative Canonical Sparse Coefficients

Once the sparse coefficients of the canonical represen-

tation are obtained, we compare them using Mahalanobis

metric. Metric learning methods try to learn a linear trans-

formation so that in the feature space, more importance is

given to the relevant dimensions while discarding the non-

relevant ones. In this work, we use Large Scale Metric
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Learning (LSML) [14] which learns a distance metric by

utilizing the concepts of equivalence constraints and pro-

vides an optimized solution that is tractable even for large

volumes of data. The metric can be learned by utilizing

the covariance matrices between the matched pairs (de-

noted by Σ1) and non-matched pairs (denoted by Σ2) as

M = (Σ−1

1
−Σ−1

2
). If Λp

c and Λ
g
c be the sparse coefficients

of the canonical representation of the probe and gallery data

(can be RGB or depth), then the distance between them is

given by

d2(p, g) = (Λp
c −Λ

g
c)

T M(Λp
c −Λ

g
c) (17)

The training stage of S2CDL algorithm is given in Algo-

rithm 1.

Algorithm 1 Training Stage of S2CDL algorithm.

1: Input - RGB data I, depth data Z

2: Compute the canonical representation C from the RGB

and depth data.

3: Initialize the dictionaries D
0

x, sparse coefficients Λ
0

x

and the transformation matrices T0

i , T0

z , (x = {i, z, c})

4: while convergence do

5: Update the dictionaries Dx, by using (11).

6: Update the sparse coefficients Λx by using (13)

and (14).

7: Update the transformation matrices Ti and Tz by

using (16).

8: end while

9: Learn the Mahalanobis metric M on the sparse coeffi-

cient Λc of the canonical representation.

10: Output: Dictionaries Di, Dz , Dc, transformation ma-

trices Ti, Tz and Mahalanobis metric M.

4. Testing

The proposed approach can be used for matching RGBD

data when one of the modalities which was available during

training is missing during testing. Thus, it can be used for

matching same modality data (i.e. RGB with RGB or depth

with depth when matching with hidden information) or data

across modalities (i.e. RGB with depth data which is the

cross-modal scenario). So the testing setup depends upon

the scenario in which the algorithm is currently functioning.

Next, we will describe the two scenarios in details.

4.1. Matching with hidden information

In this scenario, one of the modality which was present

during training is absent during testing, i.e. for testing RGB

with RGB or depth with depth. So the extra information

that is available during training should be utilized so that it

is beneficial during testing. Consider the RGB-RGB match-

ing scenario, where the depth information is available only

during training and not during testing. Let the RGB probe

and gallery data be denoted by Ip and Ig . Using the learned

dictionary Di, the corresponding sparse representations Λ
p
i

and Λ
g
i are computed. The learned transformation Ti is

used to compute the corresponding canonical representa-

tion, Λp
c and Λ

g
c . Since the canonical data has been gener-

ated by using the depth map, this way the transfer of infor-

mation takes place. The Mahalanobis distance between the

canonical representations is taken as the distance between

the probe and gallery data. The same procedure is followed

for matching depth with depth, when RGB images are only

available during training and not during testing. The algo-

rithm for this testing scenario is given in Algorithm 2.

Algorithm 2 S2CDL: Matching with Hidden Information.

1: Goal - Matching RGB probe Ip with RGB gallery Ig

2: Compute the sparse coefficients for the probe as follows

argmin
Λ

p

i

||Ip −DiΛ
p
i ||2F + α1||Λp

i ||1

Similarly, compute sparse coefficients Λ
g
i for gallery.

3: Compute the canonical representation of probe using

the relation:

Λ
p
c = TiΛ

p
i

Similarly, compute the canonical representation Λ
g
c of

the gallery.

4: Compute the Mahalanobis distance between the canon-

ical representations of probe and gallery using (17).

4.2. Cross modal Matching

This scenario involves matching RGB with depth data.

Consider the scenario, where RGB probe Ip and depth

gallery Zg data are available during testing. In this work,

the matching is done by converting both the data into the

canonical representation. Given the data, the learned dictio-

naries Di and Dz are used to generate the sparse represen-

tation of the probe (Λ
p
i ) and gallery (Λg

z) respectively. The

corresponding canonical representations are generated us-

ing the corresponding transformations Ti and Tz . The Ma-

halanobis distance between the canonical representations

gives the distance between the probe and gallery. The al-

gorithm for cross modal testing scenario is given in Algo-

rithm 3.

5. Experiments

We evaluate the proposed approach for matching RGBD

face data for the two scenarios on three different datasets,

the EURECOM database [19], VAP RGB-D-T database

[20] and Texas 3D Face Recognition database [10] [9] [8].

Performance comparison with state-of-the-art approaches is

also reported.
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Algorithm 3 S2CDL: Cross-Modal Matching.

1: Goal: Matching RGB probe Ip with depth gallery Zg

2: Compute the sparse coefficients for the RGB probe Λ
p
i

and depth gallery Λ
g
z as follows

argmin
Λ

p

i

||Ip −DiΛ
p
i ||2F + α1||Λp

i ||1

argmin
Λ

g
z

||Zg −DzΛ
g
z ||2F + α2||Λg

z ||1

3: Compute the canonical representation of probe and

gallery using the relations:

Λ
p
c = TiΛ

p
i

Λ
g
c = TzΛ

g
z

4: Compute the Mahalanobis distance between the canon-

ical representations of probe and gallery using (17).

5.1. Evaluation on EURECOM Dataset

The EURECOM dataset [19] consist of Kinect data from

52 subjects, each having 7 frontal RGB and 7 depth images

(top row - Figure (2)). For the experiment, the whole data

is divided into a training and testing set, each having data

from 26 subjects with no overlapping subjects. SIFT fea-

tures [17] computed from 9 fiducial locations of the face

(corners of mouth, nose, lip) are concatenated together and

used as the feature for both RGB as well as depth data.

Studies in [19] [4] have shown that features extracted from

fiducial landmarks on range images (that use the gray-scale

of every pixel to represent the depth of a scan as used in this

work), can be used effectively for facial recognition.

Ideally, the canonical representation computed for a sin-

gle subject under different conditions should be identical

since it depends only on the intrinsic characteristics. But

due to occlusions, errors in computation of albedo, outliers

in depth data, the canonical representations computed from

the same subjects are not identical. So for all our experi-

ments, we consider the canonical representation computed

from the neutral condition (i.e. without occlusions) as the

representation for that subject. The canonical representation

of one subject is shown in the middle in Figure 3, and the

other images shows the data from the same subject under

different conditions.

For each run of the experiment, we consider one of the

7 images (RGB or depth depending on the scenario) of a

subject of Session 2 in the gallery and all the 7 images

(RGB or depth depending on the scenario) from Session

1 as the probe. Thus, in each experiment, there is only

one image per subject in the gallery. The experiment is

run by choosing each of the 7 images in the gallery and

the Rank 1 recognition performance (%) averaged over all

Figure 2. Sample RGB and depth images of few subjects in dif-

ferent conditions from EURECOM [19] dataset (first row), VAP

RGB-D-T dataset [20] (middle row) and Texas 3D Face Recogni-

tion database [10] [9] [8] (bottom row).

Figure 3. Illustration of canonical representation obtained from the

RGB and depth data. Figure shows the canonical representation

of a face from the EURECOM data [19] in the middle and the

different data having the same canonical representation around it.

Table 1. Rank 1 recognition performance (%) of different algo-

rithms on the EURECOM Dataset [19] for cross modal scenario.

Approach RGB-Depth Depth-RGB

CCA [12] [11] 16.40 16.48

Cluster CCA [22] 25.39 24.72

GMA [23] 27.51 31.31

SCDL [28] 31.87 29.67

CDL [13] 32.27 30.22

S
2
CDL 40.21 39.01

the runs is reported. Table 1 shows the accuracy of the

proposed algorithm for the task of cross-modal matching

on EURECOM dataset. The second and third columns re-

fer to the two cases when RGB is the gallery and depth is

the probe and vice versa. Comparison with several recent

cross-modal analysis techniques is also reported. Specifi-

cally, we compare against (1) Canonical Correlation Analy-

sis (CCA) [12], its recent variant Cluster CCA [22], which

reports significant improvement over CCA for cross-modal

matching applications; (2) Generalized Multiview Anal-

ysis (GMA) [23] which is proposed to handle the cross

view classification and retrieval; and (3) Dictionary learn-
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Table 2. Rank 1 recognition performance (%) of different algorithms on the EURECOM Face Dataset [19] for the task of RGB-RGB and

depth-depth matching. Here, both RGB and depth information are available during training and only RGB images (or depth images) are

available during testing, i.e. it is the scenario of matching with hidden depth (RGB) information.

Scenario RGB-RGB Depth-Depth

Gallery

Condition
1 2 3 4 5 6 7 Avg. 1 2 3 4 5 6 7 Avg.

NN 65.4 73.6 47.3 52.8 43.4 56.6 65.9 57.9 53.9 58.8 46.7 28.0 34.6 47.3 56.6 45.6

LMNN 68.1 76.9 52.2 53.3 47.3 57.1 67.6 60.4 54.4 59.3 48.4 30.2 35.2 49.5 59.9 48.1

LSML 91.8 91.2 75.8 71.4 59.9 81.9 90.7 80.4 69.8 74.7 61.0 38.5 40.1 66.5 73.6 60.6

SVM 77.5 81.9 61.0 58.8 54.4 67.6 71.4 67.5 62.1 63.7 47.3 37.4 27.5 56.6 58.2 50.4

SVM+ 78.0 82.4 61.5 59.3 55.0 68.1 72.0 68.1 64.8 64.3 47.8 38.5 26.9 57.7 61.0 51.6

ITML+ 92.3 94.0 75.3 72.5 59.9 80.2 91.8 80.9 68.1 75.8 61.5 42.3 41.8 64.3 74.2 61.2

S
2
CDL 93.4 96.2 76.9 74.7 60.4 84.1 92.9 82.7 70.9 77.3 65.9 43.4 42.3 67.0 75.3 63.2

ing approaches, namely Semi-Coupled Dictionary Learning

(SCDL) [28] and Coupled Dictionary Learning (CDL) [13]

which have shown their usefulness for both synthesis appli-

cations as well as classification tasks. For fairness, SCDL

[28] and CDL [13] are used in conjunction with LSML [14]

while reporting the results. We observe that the proposed

approach performs favorably compared to the state-of-the-

art cross-modal techniques.

Now we evaluate the performance of the proposed algo-

rithm for the task of matching with hidden information. The

training consists of both RGB and depth data. During test-

ing, either the RGB images or the depth data are available.

The results for RGB-RGB matching (with depth as the hid-

den information) and depth-depth matching (with RGB im-

age as the hidden information) are reported in Table 2. For

this scenario, we compare the proposed approach with other

approaches for matching data in the same domain, i.e. (1)

Nearest neighbor: where the features are directly matched;

(2) Classifier based approaches like SVM [26]; (3) Metric

learning approaches like LMNN [31] and LSML [14] and

(4) SVM+ [26] and ITML+ [32] which are specially de-

signed for matching with hidden information. We observe

that for this scenario also, the proposed algorithm performs

favorably as compared with the other state-of-the-art ap-

proaches.

5.2. Evaluation on VAP RGB­D­T Dataset

The VAP RGB-D-T dataset [20] consists of images

(RGB, depth, thermal) of 51 subjects in three different sce-

narios - rotation, expression and illumination. For our ex-

periments, we have considered the RGB and depth faces

corresponding to the illumination setup, which consists of

15300 images (middle row - Figure (2)).

We evaluate our algorithm for the cross-modal scenario

by splitting the dataset into training and testing sets con-

sisting of images of 26 and 25 subjects respectively. Ex-

perimental results are given in Table 3 where comparison

with other methods shows the effectiveness of the proposed

approach. For matching with hidden information, we con-

Table 3. Rank 1 recognition performance (%) of different algo-

rithms on the VAP RGB-D-T Dataset [20] for cross-modal sce-

nario.
Approach RGB-Depth Depth-RGB

CCA [12] [11] 15.89 19.86

Cluster CCA [22] 26.23 23.23

GMA [23] 41.69 32.16

SCDL [28] 39.21 36.64

CDL [13] 40.45 34.36

S
2
CDL 47.13 37.69

Table 4. Rank 1 recognition performance (%) of different algo-

rithms on the VAP RGB-D-T Dataset [20] for hidden information

scenario.
Approach RGB-RGB Depth-Depth

NN 58.37 55.53

LMNN [31] 82.93 59.60

LSML [14] 93.43 68.56

SVM [26] 65.96 56.46

SVM+ [26] 65.99 56.49

ITML+ [32] 94.10 68.58

S
2
CDL 96.08 71.60

sider images from 10 subjects to constitute the training set.

One image from each of the remaining 41 subjects are taken

as the gallery and the rest of the images as probe. We ob-

serve from the results in Table 4 that the proposed approach

performs favourably as compared with the state-of-the-art

approaches.

5.3. Evaluation on Texas 3D Face Recognition
Dataset

The Texas 3D Face Recognition dataset [10] [9] [8] con-

sists of 3D facial images of 118 subjects with variable num-

ber of samples from 1 to 89 (giving a total of 1149 image

pairs) captured using a stereo imaging system. The faces

are in neutral pose, emotionless and without hats and eye-

glasses (bottom row - Figure (2)). The images are registered

and the location of the fiducial points are also provided. For
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Table 5. Rank 1 recognition performance (%) of different algo-

rithms on the Texas 3D Face Recognition database [10] [9] [8] for

cross-modal scenario RGB-Depth (R-D) and Depth-RGB (D-R)

using both SIFT [17] and LBP [21] features.

SIFT LBP

Approach R-D D-R R-D D-R

CCA [12] [11] 46.08 37.48 86.86 82.51

Cluster CCA [22] 52.27 50.05 87.25 86.37

GMA [23] 65.60 62.41 94.01 95.46

SCDL [28] 53.72 60.78 88.98 91.59

CDL [13] 59.90 56.32 92.56 93.14

S
2
CDL 66.67 64.73 96.23 97.10

Table 6. Rank 1 recognition performance (%) of different algo-

rithms on the Texas 3D Face Recognition database [10] [9] [8] for

hidden information scenario RGB-RGB (R-R) and Depth-Depth

(D-D) using both SIFT [17] and LBP [21] features.

SIFT LBP

Approach R-R D-D R-R D-D

NN 90.61 76.48 83.21 82.54

LMNN [31] 92.98 81.73 87.91 89.59

LSML [14] 94.21 92.16 95.06 95.36

SVM [26] 91.05 78.59 84.48 84.03

SVM+ [26] 91.16 78.72 84.59 84.17

ITML+ [32] 95.85 89.24 92.89 93.59

S
2
CDL 96.50 93.27 98.10 97.73

our experiments, we have used 14 fiducial points per face

image to extract the SIFT [17] features.

We first evaluate our algorithm for the cross-modal

scenario of matching RGB to depth images and vice versa.

We have used images from 60 subjects for training and

58 subjects for testing. The results are given in Table 5

which shows that our proposed algorithm outperforms

other state-of-the-art methods. For matching with hidden

information, i.e. matching RGB-RGB or depth-depth with

the other as the hidden data, firstly, all the subjects having

only a single image in the dataset are removed as they

cannot be used in this scenario. Out of the remaining 103
subjects, 30 subjects are taken for training. One image

each from the rest of the subjects is taken as gallery and the

rest as probe data. The results are shown in Table 6 where

comparison with the state-of-the-art methods shows the

effectiveness of the proposed approach.

Implementation Details - The scale and orientation

for SIFT was taken as 3 and 1 respectively. It was observed

that the proposed method gives the best results with the fol-

lowing parameter settings : {α1, α2, α3, β1, β2, γ1, γ2} =
{10, 50, 10, 2.5, 2.5, 5, 10} × 10−4 in (9). The optimal

size of dictionary based on validation data was found to

be 50 for the EURECOM [19] and the same was used

for the other datasets also. It was also observed that

the algorithm generally converges (reconstruction error

difference between consecutive iterations is less than some

threshold) after around 30 iterations. Experiments for

the RGB-RGB scenario on the EURECOM [19] dataset

using separate KSVD initialization in (10) gives an average

performance of 82.5% compared to 82.7% (Table 2). So we

observe that the initialization does not have any significant

effect on the recognition performance. We also did an

experiment on the same dataset to test the usefulness of the

metric learning part. We observe that the average result

improves from 78.0% to 82.7% on using the learned metric

M. This shows that though the sparse codes are effective in

grouping similar objects, the metric learning increases the

discriminatory aspects for even better performance.

Comparison with other features - To test the use-

fulness of the proposed approach on other features, we

repeat the experiments using LBP features [21] for Texas

3D Face Recognition dataset [10] [9] [8], the results of

which are included in Tables 5 and 6. We observe that

for the hidden information scenario, the results are similar

to that of SIFT, but there is significant improvement for

the cross-modal scenario. In this case also, S
2
CDL

outperforms the other state-of-the-art approaches.

6. Summary

In this paper, we have proposed a novel framework

which can be used for matching with hidden information

as well as for cross-modal matching, with applications to

RGBD data of Lambertian objects. The algorithm, termed

as S2CDL constructs a canonical representation which is

on one hand robust to illumination variations, and also cap-

tures the information of both the RGB image and the depth

data. The relation between the sparse coefficients of the

RGB data and the depth data with that of the canonical rep-

resentation is learnt simultaneously which is finally used for

matching using a Mahalanobis metric. Extensive experi-

ments show the usefulness of S2CDL for both the scenar-

ios for RGBD data of faces. Though this paper deals with

RGBD data of Lambertian objects, i.e., faces, the frame-

work can be extended for other applications like object clas-

sification and action recognition with RGBD data, with a

proper choice of the canonical representation.
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