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Abstract

Local surface description is a critical stage for feature
matching and recognition tasks. This paper presents a rota-
tion invariant local surface descriptor, called 3D-Div. The
proposed descriptor is based on the concept of 3D vector
field’s divergence, extensively used in electromagnetic the-
ory. To generate a 3D-Div descriptor of a 3D surface, a
local surface patch is parameterized around a randomly se-
lected 3D point at a fixed scale. A unique Local Reference
Frame (LRF) is then constructed at that 3D point using all
the neighboring points forming the patch. A normalized 3D
vector field is then computed at each point in the patch and
referenced with LRF vectors. The 3D-Div descriptor is fi-
nally generated as the divergence of the reoriented 3D vec-
tor field. We tested our proposed descriptor on the chal-
lenging low resolution Washington RGB-D (Kinect) object
dataset, for the task of automatic 3D object recognition. Re-
ported experimental results show that 3D-Div based recog-
nition achieves 93% accuracy as compared to 85% for ex-
isting state-of-the-art depth kernel descriptors [2].

1. Introduction

Object recognition in complex real environment scenes
in the presence of occlusion, due to multiple objects, and
clutter due to the existence of unwanted objects is a chal-
lenging task. The core of a robust recognition system is
to extract distinctive features from range images (mesh or
3D point clouds) and videos under these conditions. There
are two basic types of features that are used to represent
a range image, namely global features and local features.
Global feature representations are widely used in shape re-
trieval and object detection techniques, but these features
are sensitive to clutter and occlusion [1, 12]. On the other
hand, a local surface feature is robust to these conditions as
it is more distinctive and descriptive. This is because the

3D surface is represented by a set of 3D keypoints and local
surface descriptors. The latter play an important role in 3D
object recognition.

A number of local surface descriptors have been pro-
posed in the literature for accomplishing critical task like
object recognition. Tombari et al. [20] proposed a descrip-
tor named Signature of Histograms of OrienTations (SHOT)
for 3D object recognition. They first constructed a local ref-
erence frame for a feature point, and divided the neighbor-
hood space into a 3D spherical volumes. They then gen-
erated a local histogram for each volume by accumulating
the number of points according to the angles between the
normal at the feature point and those at the neighborhood
points. Knopp et al. [8] proposed 3D SURF descriptor for
object retrieval and classification. Their approach is an ex-
tension of 2D SURF. They voxelized the 3D object in a vol-
umetric cube using the intersection of faces with the grid-
bins. The 3D SURF descriptor is then computed at the max-
ima of the voxelized grid. Masuda proposed a Log-Polar
Height Map (LPHM) descriptor [11], where the neighbor-
ing points were projected onto the tangent plane of the key-
point and the depth was stored in the log-polar coordinate
frame to get LPHM descriptor. Flint et al. [4] proposed
the THRIFT descriptor, which is an extension of SURF and
SIFT. In their approach, the deviation of the surface normals
is used to create a 1D histogram of descriptors.

Despite significant research efforts, existing local sur-
face descriptors suffer from relatively low descriptiveness
because only partial information of the underlying surface
is used to generate the descriptors [12, 14]. To address these
limitations, we propose the novel use of 3D vector field’s
divergence, for feature representation in computer vision.
Divergence has been widely used for the analysis of multi-
dimensional standing waves and flux from electromagnetic
surfaces. The divergence of a vector field at a point P is the
net outward flux per unit volume, as the volume shrinks to
zero:
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𝑑𝑖𝑣(𝑃 ) = 𝑙𝑖𝑚△v→0

∫
𝑠

< 𝑃, F⃗ > 𝑑𝑠

△v
(1)

where v is the volume, 𝑠 is the surface and F⃗ is the outward
flux at each point on the surface. The divergence character-
izes the volume density of the outward flux of a vector field
from a smaller local surface around a given point. It maps
vector fields to scalar fields, by measuring how much the
former is spreading out at each point of the surface.

Organization of the paper: The next section reviews
related work. Section 3 describes the proposed method-
ology for generating 3D-Div surface descriptor. Section 4
discusses the use of 3D-Div descriptor for 3D object recog-
nition in a video sequence. Section 5 reports experimental
results for 3D object recognition and evaluates performance
against state-of-the-art. The paper is concluded in Section
6.

2. Related Work

This research focuses on developing novel rotation in-
variant local surface descriptors for 3D object recognition.
The following is a brief survey of related work in the area
of 3D object recognition. Mian et al. [12] proposed a 3D-
Tensor descriptor for 3D object recognition. They first con-
structed a local reference frame by selecting a pair of ver-
tices that satisfied certain geometric constraints. They then
generated a 3D-tensor descriptor by constructing a local 3D
grid over the range image, and summed the surface areas
which intersected each bin of the 3D grid. In a method
proposed by Tabia et al. [19], a set of feature points was
detected first. Then the geodesic distances were computed
from each feature point to all the vertices on the 3D sur-
face. Next, a feature descriptor was generated for each fea-
ture point by accumulating these geodesic distances into a
histogram. These descriptors were subsequently used to-
gether with a Bag-of-Feature method for 3D shape catego-
rization. Jain et al. [6] proposed an EVD descriptor for 3D
object recognition. In their approach, a geodesic distance
based affinity matrix was calculated first for a 3D object.
An eigenvalue decomposition was then performed on the
affinity matrix and the k largest eigenvalues were used to
form the descriptor. To perform object recognition, the dis-
tance between two objects was measured by calculating the
𝜒2-distance between their EVD descriptors. Johnson and
Hebert proposed the renowned Spin Image (SI) descriptor
[7]. They used the surface normal at a keypoint as the local
reference frame and computed a tangent plane at the key-
point by using the neighboring points. A region around the
keypoint was then considered in which two distances were
computed to determine the spin image. The spin image is
robust to clutter and occlusion. However, it is sensitive to
variations in mesh resolution and is weakly distinctive [12].
Smeets et al. [17] proposed a geodesic distance matrix and a

Figure 1. Randomly selected points Pk, shown in red on the 3D
surface. A local surface patch 𝐿 is defined using a sphere of ra-
dius 𝑟 (shown in white) centered at Pk (shown in red). The local
reference frame (𝑉𝑥, 𝑉𝑦 and 𝑉𝑧) is constructed by using the trian-
gle of the surface mesh with vertices v𝑖1, v𝑖2 and v𝑖3 (shown in
orange). 3D-Div descriptor of a local surface patch is formed by
combining all the divergence values (which are shown in different
colors). (Figure best seen in color).

diffusion distance tensor as descriptors for 3D shape recog-
nition. The empirical results showed that the combination
of these two descriptors provide a better object recognition
performance as compared to a single descriptor. More re-
cently, kernel descriptors comprising of up to five different
cues, extracted from depth map and 3D point cloud, were
proposed to provide a way of turning any pixel attribute to
patch-level features [2]. A significant increase in accuracy
of object recognition can be achieved by combining all the
proposed cues.

3. Proposed Methodology

Vector fields are a common data representation in com-
puter vision tasks. For instance, histogram based ap-
proaches (Spin Image [7] and 3D-Tensor [12]), signature
based techniques (Point’s fingerprint [18] and [11]) and
recently proposed signature of histogram based approach
(SHOT descriptor [20]), all rely on vector fields to construct
the Local Reference Frame (LRF), also known as 3D coor-
dinate basis, to generate rotation invariant features. These
techniques use either the scalar product, angle between vec-
tors or the vector itself for generating LRF. By using these
computationally efficient vectors for only LRF construc-
tion, their significance and potential use has not been fully
exploited by the computer vision community. In this pa-
per, we propose the use of the 3D vector field to capture
the significant geometrical information of the underlying
3D surface for local feature description. We represent each
component of the 3D vector field as a third-order tensor
(𝑘×𝑘×𝑘), and employ the divergence of the 3D vector field
to generate a novel local surface descriptor.
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3.1. 3D-Div Representation

For an input 3D point cloud V𝑖 (where V𝑖 is an n𝑖×3
matrix representing the 3D coordinates of its vertices and i
= 1,....,𝑀 ) of the range image, the following steps are per-
formed to extract 3D-Div local surface descriptor.

3.1.1 LRF Construction

Given a set of randomly selected 3D points Pk, k= 1,2,....,K
on a 3D surface, a local surface patch 𝐿 is first defined using
a sphere of radius 𝑟 centered at each point Pk:

𝐿[𝑟](𝑃𝑘) = {𝑃𝑛𝜀ℝ3 ∥𝑃𝑘 − 𝑃𝑛∥2 ≤ 𝑟} (2)

where 𝑃𝑛 are the neighboring points in the local surface
patch. A Local Reference Frame (LRF) for P𝑘 is then con-
structed by using all the points lying on the local surface.
Using PCA, the scatter matrix is calculated for the ith trian-
gle with vertices v𝑖1, v𝑖2 and v𝑖3:

𝑆𝑐𝑎𝑡𝑖 =
1

12

3∑

𝑙=1

3∑

𝑚=1

(v𝑖𝑙 − 𝑃𝑘)(v𝑖𝑚 − 𝑃𝑘)
𝑇

+
1

12

3∑

𝑙=1

(v𝑖𝑙 − 𝑃𝑘)(v𝑖𝑙 − 𝑃𝑘)
𝑇 (3)

An eigenvalue decomposition is then performed on the
scatter matrix to get three orthogonal eigenvectors (𝑣𝑥, 𝑣𝑦
and 𝑣𝑧). These eigenvectors form the basis for the LRF,
as shown in Figure 1. To eliminate the sign ambiguity of
LRF, each eigenvector should point in the major direction
of the scatter vectors (Eq. 3). Therefore, the sign of each
eigenvector is found from the sign of the inner product of
the eigenvector and the scatter vectors [5].

3.1.2 3D Vector Field

For each 3D point P𝑘, local surface patch and LRF vectors,
a trilinear interpolation is first performed to get uniformly
sampled points [16]. The vector field is then defined as
a map F⃗, at each point of the local surface : 𝔼

3 → ℝ
3,

where 𝔼
3 denotes the Euclidean 3D space equipped with

a cartesian coordinate system (x,y,z) and ℝ
3 is a 3D vec-

tor space. The partial derivatives of the 3D vector field F⃗
along the x-axis are denoted by 𝐹𝑥 = (𝑢𝑥, 𝑣𝑥, 𝑤𝑥)

𝑇 , where
𝑢𝑥(𝑥, 𝑦, 𝑧) = 𝑑

𝑑𝑥𝑢(𝑥, 𝑦, 𝑧), 𝑣𝑥(𝑥, 𝑦, 𝑧) = 𝑑
𝑑𝑥𝑣(𝑥, 𝑦, 𝑧) and

𝑤𝑥(𝑥, 𝑦, 𝑧) = 𝑑
𝑑𝑥𝑤(𝑥, 𝑦, 𝑧). The same applies to 𝐹𝑦 and

𝐹𝑧 . Finally, the 3D vector field is given by:

F⃗(𝑥, 𝑦, 𝑧) = 𝐹𝑥�̂� + 𝐹𝑦 �̂� + 𝐹𝑧𝑘 (4)

where F𝑥, F𝑦 and F𝑧 are the x, y and z components of the
3D vector field respectively. The normalized 3D vector field
for a 3D surface is then computed as:

f⃗ = F⃗(𝑥, 𝑦, 𝑧)/∥𝐹∥ (5)

1. For a given 3D point cloud V(x,y,z)→ ℝ
3

2. Select keypoints 𝑃𝑘

for 𝑘 = 1.....𝑁 , (𝑁 = Number of keypoints)

3. For each 𝑃𝑘 , extract a local surface patch 𝐿𝑘 at fixed scale r,
using all neighboring points 𝑃𝑛

𝐿𝑘[𝑟](𝑃𝑘) = {𝑃𝑛𝜀ℝ3 ∥𝑃𝑘 − 𝑃𝑛∥2 ≤ 𝑟}
4. Construct LRF at 𝑃𝑘 to get LRF vectors 𝑣𝑥, 𝑣𝑦 and 𝑣𝑧 (Eq. 2)

5. Compute 3D vector field 𝐹𝑘,𝑛(𝑥, 𝑦, 𝑧)

6. Compute normalized 3D vector field 𝑓𝑘,𝑛(𝑥, 𝑦, 𝑧)

7. Reference normalized 3D vector field with LRF vectors (obtained
in step 4) to get 𝑓 ′

𝑘,𝑛(𝑥, 𝑦, 𝑧)

8. Generate 3D-Div descriptor using the reoriented normalized 3D
vector field

𝑑𝑖𝑣𝑓 ′
𝑘,𝑛 = ▽.𝑓 ′

𝑘,𝑛 =
∂𝑓 ′

𝑥
∂𝑥

+
∂𝑓 ′

𝑦

∂𝑦
+

∂𝑓 ′
𝑧

∂𝑧

end

Table 1. Computation of normalized 3D vector field and 3D-Div
descriptor.

3.1.3 3D-Div Descriptor

The normalized 3D vector field 𝑓 for the local surface is
then aligned with LRF vectors while the 3D divergence is
computed for the reoriented normalized 3D vector field 𝑓 ′:

𝑑𝑖𝑣𝑓 ′ = ▽.𝑓 ′ =
∂𝑓 ′

𝑥

∂𝑥
+

∂𝑓 ′
𝑦

∂𝑦
+

∂𝑓 ′
𝑧

∂𝑧
(6)

The ▽.𝑓 ′ in Eq. 6 evaluates the magnitude of a 3D vec-
tor field’s sink or source at each point of the local surface
patch, as given by Eq. 1. 3D-Div is formed by concate-
nating the divergence values (Eq. 6) into a vector. As Eq.
6 shows, 𝑑𝑖𝑣𝑓 ′ does not depend on the location of the co-
ordinate axis (𝑥, 𝑦, 𝑧), in Cartesian coordinates. Therefore,
the resulting local surface feature is invariant to rotation and
translation. Moreover, the reoriented normalized radial field
𝑓 ′ with respect to its unique local coordinate system also en-
sures the rotation invariance of the local feature. Thus, if a
patch is rotated by some angle, the local coordinate system
along with 𝑓 ′ also rotate by the same angle. Figure 1 shows
the 3D-Div descriptor for a local surface patch. The nor-
malized 3D vector field acts as a limiter to surface noise and
therefore the divergence computed using this vector field is
robust to noise. The algorithm for computing the normal-
ized 3D vector field and 3D-Div is reported in Table 1.

640640



Figure 2. Automatic Object Recognition System. During offline
phase, object features are extracted and stored in object database.
During online recognition phase, object is detected in the scene, its
features extracted for matching with object features in the database
to accomplish recognition process.

4. 3D Object Recognition

To evaluate the performance of our rotation invariant lo-
cal surface descriptor, we used 3D-Div to perform 3D object
recognition. Figure 2 shows the block diagram of our com-
plete object recognition system, including the offline feature
extraction and representation, and online object recognition
phases. Our algorithm is fully automatic and requires no
user intervention at any stage. In the following, we elabo-
rate the different steps of our algorithm.

4.1. Offline Phase

During the offline phase, the 3D-Div descriptors are ex-
tracted from the 3D point clouds of the objects. These fea-
tures are stored in an object database for later use in feature
matching and object recognition tasks.

4.2. Online Recognition Phase

During the online recognition phase, the object is first of
all detected in the scene (depth image). The portion of the
scene containing the detected object is extracted and thresh-
olding used to eliminate the background. The depth map is
then converted to 3D point clouds by mapping each pixel
into its corresponding 3D coordinate vector [2]. The fea-
tures are then extracted from the object point cloud before
being matched with the model features in the database to ac-
complish the recognition task. This process continues until
all the objects in the scene have been recognized. The var-
ious stages of the online recognition phase are discussed in
more details in the following paragraphs.

4.2.1 3D Object Detection

Object detection is one of the fundamental challenges in
computer vision and an initial step towards object recog-
nition. The objective of object detection is to extract an

Figure 3. Object detection in depth map. The detected object is ex-
tracted from the scene and converted to 3D point cloud for feature
extraction and representation.

object from its background prior to recognition. State-of-
the-art object detection algorithms [3, 15, 13] rely on a slid-
ing window based model, which scores a large number of
windows in a test image using a classifier.

The HOG based sliding window classifier is among the
most successful object detection techniques [10]. In this
work, we used the 3D implementation of this classifier [9],
for the task of object detection.

The HOG features are first extracted from the RGB and
depth image to capture the shape and appearance informa-
tion for each view of the object. The gradient orientations in
each 8x8 pixel grid are encoded using two different quan-
tization levels into 18 (0𝑜 - 360𝑜) and 9 orientations (0𝑜 -
180𝑜). The resulting 108 (4x(18+9)) feature vector is pro-
jected into 31-dimensional feature vector [10]. The last
four dimensions capture the overall gradient energy in four
blocks of 2x2 cells. The recursive median filter is then used
to fill in missing values in the depth map. Finally, a nor-
malized depth histogram is computed. The depth image is
normalized by using the size of the bounding box. A his-
togram of 20 bins (each bin having range of 0.30m) is then
computed over an 8x8 grid [10].

To better capture the spatial extent of detected objects,
the probability map of the object is refined by using high
scoring bounding boxes found by the detector. For each
bounding box having a detector score threshold above -0.6,
we set

𝑝(𝑥) = 𝑝(𝑥𝑜)𝑒𝑥𝑝(−𝛽 ∣𝑥− 𝑥𝑜∣2), 𝑥𝜖𝛼 (7)

where 𝛼 is the set of 3D points in the bounding box, 𝑥𝑜 is
the center of the bounding box, and the parameter 𝛽 controls
how quickly the probability decreases with increasing depth
differences. The output of object detection stage is shown
in Figure 3. The detected object captured by the bounding
box is then extracted from the scene, as shown in Figure 3
and a threshold 𝑡𝑑 is applied to eliminate depth values above
the threshold. In our case, we set 𝑡𝑑 equal to the mean of
the depth value. The depth map after the threshold is then
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Figure 4. Different depth frames of same video sequence showing
significant rotation and translation of objects in the scenes due to
change in view point and viewing angle with the horizon.

converted to 3D point clouds by mapping each pixel into its
corresponding 3D coordinate vector [2].

4.2.2 Feature Extraction and Matching

The local surface features (3D-Div) are then extracted from
the scene point cloud by using the procedure described in
Section 3. The local surface 3D-Div descriptors from the
scene are matched with the model features to accomplish
feature matching process. We used the correlation coeffi-
cient for matching a pair of 3D-Div descriptors:

𝐶𝑐 =
𝑛𝑣

∑𝑛𝑣
𝑖=1 𝑢𝑖𝑣𝑖 −∑𝑛𝑣

𝑖=1 𝑢𝑖

∑𝑛𝑣
𝑖=1 𝑣𝑖√

𝑛𝑣

∑𝑛𝑣
𝑖=1 𝑢

2
𝑖 − (

∑𝑛𝑣
𝑖=1 𝑢𝑖)2

√
𝑛𝑣

∑𝑛𝑣
𝑖=1 𝑣

2
𝑖 − (

∑𝑛𝑣
𝑖=1 𝑣𝑖)

2

(8)

where, n𝑣 is the number of pairs of 3D-Div, 𝑢𝑖 and 𝑣𝑖 are
the elements of 3D-Div from scene and the model respec-
tively, in their region of overlap. If 𝐶𝑐 is greater than a
threshold 𝑡𝑐 (set to 0.5), the 3D-Div of scene and model ob-
ject are deemed to form a matching pair.

5. Experimental Results

We evaluated the proposed 3D-Div descriptor on the
challenging low resolution RGB-D (Kinect) Object Dataset
[9], which contains 250,000 segmented RGB-D images of
300 everyday objects in 51 categories. The range images
have been acquired at viewing angles of 300, 450 and 600

with the horizon. The point cloud resolution varies from
350 to 16900 points for different objects. The dataset also
includes the RGB-D cluttered scenes, which consists of dif-
ferent video sequences of office and kitchen environments.
Each scene contains walls, doors, tables and a variety of ob-
jects placed on multiple supporting surfaces [10]. We ran-
domly selected one object from each category, thus making
total of 51 objects. To test our rotation invariant local sur-
face descriptor, we only selected range images of objects
acquired at viewing angle of 450 with the horizon. We then
extracted 3D-Div descriptors from these objects to form our
object features database. We performed evaluation of our
3D object recognition algorithm on three different video se-
quences. Each video sequence has been acquired at varying
angles with the horizon and contains different number of
objects from five categories (bowl, cap, cereal box, coffee

mug and soda can) under clutter. Figure 4 shows three dif-
ferent depth frames taken from the same video sequence.
The rotation and translation of objects in the scene due to
change in viewpoint and viewing angle with the horizon
are quite evident. We subsampled each video sequence by
taking every fifth frame, resulting in 176 RGB and depth
scenes (images). We treated each frame as an individual
scene and recognized all the objects in that frame before
proceeding to the next frame in the video sequence. We
detected objects in the scene and extracted 3D-Div of each
object. We then matched scene features with the object fea-
tures in the database for recognition task. The object that
received the maximum number of feature correspondences
was declared as recognized. We evaluated the 3D object
recognition performance of our algorithm with recently pro-
posed depth kernel descriptors [2], which capture five dif-
ferent cues: gradient, local binary pattern, size kernel, ker-
nel PCA and spin kernel descriptor. Depth kernel descrip-
tors have been extensively tested on Washington RGB-D
dataset and have shown good recognition results. In our ex-
periment, the performance evaluation was done on the same
three video sequences. In Figure 5, we report precision-
recall curves comparing the object recognition performance
of our algorithm with [2] for these video sequences. Fig-
ure 5 shows that, our proposed technique achieves supe-
rior recognition performance as compared to [2] and outper-
formed the state-of-the-art. The overall accuracy achieved
by our algorithm is 93%, while [2] attained an accuracy of
85%. The 8% higher accuracy achieved by our algorithm on
the low resolution noisy dataset [9] is a significant improve-
ment. The achieved accuracy illustrates the descriptiveness
of the proposed local surface 3D-Div descriptor and its in-
variance to rotation and translation under clutter.

6. Conclusion

In this paper, we presented 3D-Div, a novel rotation in-
variant local surface descriptor based on the divergence of
the normalized 3D vector field. We demonstrated the use
of this proposed descriptor for the task of 3D object recog-
nition on a challenging low resolution Washington RGB-D
(Kinect) object dataset. Experimental results reveal that 3D-
Div achieves superior 3D object recognition performance.
We compared our proposed descriptor with the state-of-
the-art depth kernel descriptor method [2]. 3D-Div outper-
formed the latter, by achieving 93% recognition accuracy as
compared to 85% accuracy of depth kernel descriptors [2].
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Figure 5. Precision-Recall curves for three video sequences. The performance of 3D-Div based object recognition is shown in red curve,
while the green curve shows the performance of depth kernel descriptors [2].
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