Abstract

In this paper we introduce a real-time obstacle detection and classification system designed to assist visually impaired people to navigate safely, in indoor and outdoor environments, by handling a smartphone device. We start by selecting a set of interest points extracted from an image grid and tracked using the multiscale Lucas-Kanade algorithm. Then, we estimate the camera and background motion through a set of homographic transforms. Other types of movements are identified using an agglomerative clustering technique. Obstacles are marked as urgent or normal based on their distance to the subject and the associated motion vector orientation. Following, the detected obstacles are fed/sent to an object classifier. We incorporate HOG descriptor into the Bag of Visual Words (BoVW) retrieval framework and demonstrate how this combination may be used for obstacle classification in video streams. The experimental results demonstrate that our approach is effective in image sequences with significant camera motion and achieves high accuracy rates, while being computational efficient.

1. Introduction

In the difficult context of day to day life of visually impaired/blind persons, the white cane still represents the most popular tool used for obstacle detection, provided that the encountered locations have been visited before and memorized. In an unfamiliar setting they completely depend on other humans to reach the desired destination [1]. The ability to detect obstacles in video streams representing highly dynamic urban scenes is a major requirement of any system designed to ensure the autonomous navigation [2].

In this paper we propose and validate a robust technology designed to alert users by the presence of static/dynamic obstacles few meters around them and to provide guidance/assistance in urban environments, in both outdoor and indoor spaces.

In the first phase, our system detects static and dynamic obstacles in video streams. First, only a sub-grid of interest points is selected and tracked using the multiscale Lucas-Kanade algorithm. Then, camera/background motion is identified by recursively applying the RANSAC algorithm on the set of matched keypoints. The outliers are merged into clusters using the associated motion vectors. Finally, the degree of risk of the obstacles is computed by classifying them as urgent or normal according to their movement and relative distance to the video camera. For validation we focused on challenging sequences that contain complex motions, possibly with high amplitude and sudden changes in the background caused mainly by the subject displacement.

In the second phase we considered the issue of obstacle classification. The image patches corresponding to the detected obstacles are now resized, while preserving the aspect ratio, and divided into 128 cells of 8 x 8 pixels. From each cell we extract an interest point that is characterized using an adaptation of HoG (Histogram of Oriented Gradients) descriptor that captures the object structure from its surrounding regions. Next, we generate a visual codebook using the k-means clustering algorithm and map the image patches to their nearest visual word.

At the system level the novelty lies into a real-time application working independently on a regular smartphone. In this context our framework provides a low-cost, non-intrusive and simple system for blind navigation.

2. Related work

Nowadays, most of the commercial devices and software products, designed to provide mobility assistance, rely mainly on the Global Positioning System (GPS). However, these solutions are not always reliable due to the low accuracy, signal loss and impossibility to work in indoor environments [3]. In urban areas with high density of buildings the accuracy error of GPS sensors can reach up to 40 metres, which makes it very difficult for blind and visually impaired persons to find their destination.

Computer vision-based approaches, referred as ETA, (Electronic Travel Aids) constitute a promising alternative to solve such problems.

One of the first papers was presented by Hesch et al. [4]. Authors propose a fusion of sensor modalities (e.g.
foot-mounted pedometer, 3-axis gyroscope and 2D laser scanner) to help indoor localization. By means of visual Simultaneous Localization and Mapping (SLAM) techniques [5], [6] it is possible to build an incremental map of the environment, providing simultaneously temporal location and spatial orientation of the user. In [7], a stereo vision system that estimates a 3D map of vicinity through a 6 degree of freedom egomotion algorithm is introduced. The resulted map is then used to detect head-level obstacles during the user navigation. A head-mounted stereo vision system is depicted in [6]. By combining the visual odometry and feature based metric-topological SLAM they create a 3D map representation around the vicinity in order to detect obstacles and establish a waking path. A dense optical flow for visual SLAM application is introduced in [8]. The proposed system is designed to work in real-world dynamic environments with various, independent moving objects. Also, in [9] using a SLAM system combined with a dense optical flow an obstacle detection algorithm is proposed. The authors claim that the technique helps improving performance when detecting moving obstacles and pedestrians in crowded areas.

There are some approaches [10] and [11] on reactive obstacle avoidance, inspired from robotic platforms, that try to facilitate navigation by providing linear and angular velocity information. However, in the case of visual impaired users the path planning and navigation speed are provided by the person. So, the above techniques are not appropriate as warning systems to assist the user.

As we decided to use the video camera existent on a smartphone we review in the following part the methods focused on monocular cameras. 3D structure recognition from monocular images can be used to detect obstacles by computing the relative distance between the camera and an object. Among the existent approaches the most salient one is the structure from motion (SFM) method introduced in [12] that determines a correspondence between frames and develops a 3D scene using matchers that satisfy the epi-polar constraints. At the end other images are added to refine the scene using bundle adjustment. The technique is sensitive to important camera movement but also has a relatively high computational cost. In order to reduce the processing cost a real-time online SFM method is proposed in [13]. The system tries to determine the trajectory of a monocular camera by recovering the 3D structure of the landmarks in the scene. One limitation of the method is related to the required frame rate (30Hz), necessary for ensuring that the landmarks can be tracked within a small searching window. In order to achieve the real-time constraint the authors also limit the number of landmarks. When there are multiple moving objects in the scene, traditional SFM techniques usually fail. In such cases, some approaches [14] propose to cluster in different groups the correspondences between images and characterize them by different fundamental matrixes. However, this approach is still at preliminary stage and it is still impractical on light mobile devices.

A different approach for detecting static and moving obstacles is given by the two-dimensional motion analysis which does not involve 3D reconstruction. In [15], if the camera is moving smoothly, at constant speed and straight forward the authors can determine the time to contact and the divergence from the focus of expansion. When the movement is irregular it becomes difficult to determine the depth from the 2D flow and the technique fails.

To our very best knowledge, the only paper addressing the problem of obstacle detection by using monocular cameras embedded on smartphones is introduced in [16]. The system is able to detect on-floor objects with high precision by employing color information (RGB color histogram). However, the approach is evaluated solely in in-door scenarios. In addition, some constraints regarding the position of the video camera (e.g. 45 degrees tilt angle with respect to the floor) need to be imposed and the condition of hand-frees [17], which is an important constraint imposed by the user, is violated.

The main contribution of the present paper concerns a novel obstacle detection and classification technique that works in real time and helps the user in avoiding and recognizing static and dynamic objects. Our system is low-cost, ultra-portable and non-intrusive. In addition, it is able to detect obstacles situated at random heights in the user proximity.

3. Proposed approach

The proposed obstacle detection and classification techniques are detailed in the following sections.

3.1. Obstacle/moving object detection

The obstacle detection algorithm consists of the following steps (Figure 1):

**Step 1: Interest points extraction** – As we do not consider any *a priori* information about the shape or texture of the obstacles, we decided to use a grid of points regularly sampling the video frame. Let us mention that initially, we have considered SIFT [18] and SURF [19] interest points for sampling the video scenes. However, we have observed that the number of interest points belonging to the obstacle is in general significantly lower than the one corresponding to the background. Furthermore, for less textured regions or low resolution videos SIFT/SURF detectors usually extract none or few interest points. In addition, when the background changes fast, the number of interest points and their neighbors can be significantly different between two successive frames. Finally, the computational complexity of such interest point extractors/descriptors becomes important when developing real-time applications.
For all these reasons, we have adopted a regular grid sampling strategy.

In our algorithm the grid step is defined as: $\Gamma = \left\{ \frac{w \cdot H}{n} \right\}$, where $w$ and $H$ are the dimensions of the image and $n$ is the maximum number of points. The value of parameter $N$ is important because it controls the balance between the processing time and detection accuracy. So, in order to limit the computational cost and obtain high precision we have set $N$ to 1000.

**Step 2: Interest points tracking** - When detecting obstacles an essential feature is to determine the displacement of the interest points (motion vectors). We used here the multiscale Lucas-Kanade algorithm (LKA) [20]. The LKA method has some drawbacks: it does not ensure spatial or brightness consistency. We could have applied a significantly more powerful technique such as [21] that obtains better estimations and is robust to abrupt changes of illumination. However, this algorithm features higher computational cost and our goal is to obtain a relatively good estimation of the motion in the video sequence, rather than a highly accurate but also costly one.

The feature point selection method presented in Step 1 is applied on the first frame of a video sequence in order to initialize the LKA tracking procedure. The same procedure can be used locally to reinitialize the tracker in areas where such an action is required (e.g. when obstacles disappear or other/new objects appear).

Let $p_{i1}(x_{i1}, y_{i1})$ be the $i$th keypoint in the first image and $p_{2i}(x_{2i}, y_{2i})$ be its correspondent in the successive frame. The associated motion vectors $(v_{ix}, v_{iy})$, expressed in polar coordinates with magnitude ($D_{(1,2)}$) and angle of motion ($\theta_{(1,2)}$) are also computed in this step:

$$v_{ix} = x_{2i} - x_{i1}; v_{iy} = y_{2i} - y_{i1} \quad (1)$$
$$D_{(1,2)} = \sqrt{v_{ix}^2 + v_{iy}^2}, i = 1, n \quad (2)$$

$$\theta_{(1,2)} = \arccos \frac{v}{D_{(1,2)}}, \theta \in [0,2\pi] \quad (3)$$

where $n$ is the total number of tracked points.

**Step 3: Camera/background motion estimation** - The set of tracked interest points is used to determine the global geometric transform, between two successive frames by considering a homographic motion model. A mapping from $IP^2 \rightarrow IP^2$ is a projectivity if and only if there exists a non-singular 3 x 3 matrix $H$ such that any point $x$ in $IP^2$ is mapped into $H \cdot x$. With the help of the RANSAC (Random Sample Consensus) [22] algorithm we determined the optimal homographic matrix $H$. Based on the matrix $H$, for a given point $p_{i1}^e[x_{1i}^e, y_{1i}^e, 1]^T$ expressed in homogenous coordinates, its estimated position $p_{2i}^e[x_{2i}^e, y_{2i}^e, 1]^T$ is determined as:

$$\begin{bmatrix} x_{2i}^e \\ y_{2i}^e \\ w \end{bmatrix} = \begin{bmatrix} h_{00} & h_{01} & h_{02} \\ h_{10} & h_{11} & h_{12} \\ h_{20} & h_{21} & h_{22} \end{bmatrix} \begin{bmatrix} x_{1i} \\ y_{1i} \\ 1 \end{bmatrix} \quad (4)$$

where:

$$w = 1/(h_{20} \cdot x_{2i}^e + h_{21} \cdot y_{2i}^e + h_{22}) \quad (5)$$

The estimation error is defined as the difference between the estimated and the actual position of the keypoints with an estimation error $E_i$ belonging to camera/background motion. The outliers, i.e. keypoints with an estimation error $E_i$ exceeding $E$ are considered to belong to foreground objects.

In our experiments, the background/foreground separation threshold $E$ was set to 2 pixels (Figure 1).
Step 4: Motion classes estimation - In practice, multiple moving objects are present in the scene. Also, even the static obstacles situated in the foreground of a moving camera act as objects in motion relatively to the background, due to the phenomenon of foreground apparent motion. In this case, we determine a new subset of points composed by all the outliers obtained at Step 3 that we want to group into clusters in an agglomerative manner.

The basic principle behind agglomerative techniques is to consider each individual point as a cluster and then successively reduce the number of classes by merging the two closest clusters until all points are assigned to a category [23]. The key operation of the proposed algorithm is the proximity computation between two interest points that are classified into clusters in the following phases:

- Phase I - The motion vectors are sorted in descending order based on the number of occurrences of the corresponding motion vector angle. For the first interest point, of the current list, a new cluster is formed (MCi) having as centroid its motion vector angular value (θi);
- Phase II - For all the other interest points not assigned to any motion class, we compute the angular deviation:

\[
Dev(\theta_i, \theta_c) = |\theta_i - \theta_c|
\]

(7)

If \(Dev(\theta_i, \theta_c)\) is beyond a predefined threshold \(Th_\theta\) and the motion magnitude is equal with the cluster centroid then the current point will be grouped into the \(MC_i\) cluster. Otherwise, a new motion cluster is created. For the remaining outliers, the process is applied recursively until all points belong to a motion class. In our work, the threshold \(Th_\theta\) has been set to 15 degrees.

Step 5: Interest point refinement – For all the interest points included in the motion classes we applied next the \(k\)-NN algorithm [24], in order to verify that their assignment to the current class is not caused by an erroneous clustering. For the current point we determine its \(k\) nearest neighbors based on the Euclidian distance. If at least half of the detected points do not belong to the same motion class then this point is eliminated from the motion cluster.

Step 6: Motion classes’ temporal consistency: It is very common in the object detection/tracking tasks that interest points cannot be tracked during the entire sequence. In particular, partial occlusion, noise and image distortion can lead to incomplete trajectories. Pose, illumination or appearance changes can also result in losses of point trackers. In order to avoid errors in keypoints classification and obtain coherent objects over the entire video stream we propose the reinforcement of the process of estimating the motion classes by adopting a multi-frame fusion scheme. Thus, by memorizing the trajectory of a motion class centroid over a number of \(N\) past frames, we predict the novel position of the object using the average speed, compensated with the current camera/background movement.

\[
p_i(x_i, y_i, t_i) = p_i(x_i, y_i, t_{i-1}) + \sum_{l=1}^{N} v_j(v_{ijx}, v_{ijy}, t_j)/N - p_i^{ext}(x_i^{ext}, y_i^{ext}, t_i)
\]

(8)

Step 7: Obstacle relevance establishing – Once the obstacles are identified, we need to determine their degree of danger to the user and classify by their position and relative direction to the video camera. An object is labeled as approaching (AP) if its associated direction points to the camera focus, otherwise it is considered as departing (DE). Using a polar grid projected on the image, an obstacle is marked urgent (U) if it is situated in the proximity of the blind person otherwise it is categorized as normal (N).

3.2. Obstacle/moving object classification

This section gives an overview of our object recognition (Figure 2) technique which can be summarized in the following steps:
**Step 1: Adapted HOG descriptor extraction** – The standard version of the HOG descriptor [25] is computed by dividing the image \((I(x,y))\) into cells that accumulate in local 1-D histogram of gradient directions over the considered pixels of the cell. In order to offer invariance to illumination changes, the local histogram energy is computed over image blocks and used to normalize all cells in the block. As the HOG descriptor was developed for human detection, the authors propose to use an analysis window normalized to 64 x 128 pixels. For other types of objects different image sizes are required (e.g., for cars: 104 x 56 pixels; for bicycles: 120 x 80) [26].

Since our system is designed to work as a real-time application, we cannot afford to test multiple different sizes of the detected object (patch) in order to verify which classifier offers the best results and then make a decision. In order to avoid these problems we propose not constraining the patch size but to limit the total number of cells for which we compute the HOG descriptor. In this case, the image is resized but the aspect ratio is preserved and the descriptor needs to be extracted only once.

In our experiments we have considered the cell dimension of 8 x 8 pixels with 18 orientation bins. The maximum number of cells is fixed to 128.

**Step 2: BoVW vocabulary development (Visual vocabulary computation):** In a typical BoVW framework the interest points from a set of images are first detected and represented using a visual descriptor [27]. Following, an unsupervised grouping is performed over the entire set of descriptors to generate \(k\) clusters. The corresponding centroid for each such cluster is called a visual word and the codebook of visual words represents the visual vocabulary.

In the case of our framework, the pixel situated in the center of a cell is considered as an interest point for which the HOG features are extracted. However, a visual word computed only over one cell (18 bins) has a low discriminative power. In order to create larger visual words that capture bigger regions of an image (blocks), the features extracted from adjacent cells are concatenated within a more global descriptor (constructed using an overlapping sliding window of \(n \times n\) cells).

Features from all images are clustered off-line to form a single BoVW codebook \(W = \{w_1, w_2, \ldots, w_k\}\) by using the \(k\)-means clustering algorithm.

**Step 3: BOVW Image representation:** Now, the images from the training dataset are divided into blocks out of which an adaptive HOG descriptor is created. Each block is mapped to the nearest visual word according to the following equation:

\[
    w(d_i) = \arg \min_{w \in W} Dist(w, d_i)
\]

where \(w(d_i)\) denotes the visual word assigned to the \(i^{th}\) descriptor \(d_i\) and \(Dist(w, d_i)\) is the distance between the visual word \(w\) and the descriptor \(d_i\). Now every image is represented as a collection of blocks that are each mapped to a visual word.

The final representation of the image is given as a histogram of visual words. The number of bins of the histogram is equal to the dictionary dimension \((k)\).

**Step 4: SVM training:** Once the feature vectors are quantized to clusters, we propose next a multi-class supervised learning phase. During the training, the labeled data is sent to the classifier and used to adapt a statistical decision procedure in order to distinguish from categories. We employ the SVM classifier [28] that determines a separation hyperplane between two data with maximal margin:

\[
    f(x) = \text{sign} \left( \sum_i y_i a_i K(x, x_i) + b \right) \tag{10}
\]

where \(x_i\) are the training features from the data space, \(y_i\) is the label of \(x_i\), \(a_i\) are some parameters typically set to zero, \(b\) is the hyperplane free term, while \(K\) is the SVM kernel. In order to apply the SVM to a multi-class problem we selected the one-against all approach.

**Step 5: Object labeling:** For each object detected as presented in Section 3.1 we construct a frequency histogram by quantizing the adapted HOG features with the same codebook of visual words obtained at Step 3. Let us note that in our case, we do not perform an exhaustive sliding window search over the current frame in order to identify the possible object categories. We leverage on the results of the detection module and use the detected objects as queries. Thus, the classifier receives information about the localization and size of the object to be classified. Images are ranked according to the histogram distance computed using the \(L_2\) distance.

4. **Experimental results**

The proposed vision based aid system for visually impaired persons consists only of a smartphone that is used to record and process the images. The system is attached to the user with the help of a chest mounted harness (Figure 3). Although blind users have learned not to sway much their bodies when walking, if the recording camera is attached with strings to the person the smartphone will not be very stable over the time leading to cyclic pan and tilt oscillation.

![Figure 3: The proposed vision based system for partially sighted users.](image-url)
4.1. Obstacle detection system evaluation

We conducted multiple experiments in real life urban environments such as Latin Quarter and Saint Michel Boulevard in Paris, France. The image sequences were also recorded and used for building a database of 20 videos at a resolution of 320 x 240 pixels and with an average duration of 5 minutes. The videos may include multiple independent moving objects such as pedestrians, bicycles or cars. The videos are noisy and trembling, include dark, cluttered and highly dynamic scenes which make them very challenging for an automatic obstacle extraction system. In addition, various types of both camera and multiple object motions are present.

Existent methods developed for obstacle detection are limited to small or regular motions of the camera or of the detected object. In order to emphasize the strength of our method we show in Figure 4 five challenging sequences for which these constraints do not necessarily hold. Different colors are used to represent the various moving objects existent in the scene. Due to our temporal consistency step, the object color remains constant during the action development.

For the videos Evry and Saint Michel we present four frames that are very close in time. The system is able to detect static obstacles (e.g., fences, pillars, trees and phone booths) situated either down on the foot area or high on the head level and label them at a considerable distance from the user. We can notice important camera motion which is due mostly to the subject displacement. The other three video sequences Porte Maillot, Haussman and Latin Quarter contain static obstacles and also dynamic objects (e.g., vehicles, pedestrians, bicycles) correctly detected and classified even when situated at larger distances (10 meters). If we consider the case of the video Latin Quarter our system detects early enough a pedestrian that is approaching to the visually impaired person. In this case the user can change his/her direction of walking in order to avoid the obstacle.

![Figure 4: Experimental results obtained using the proposed obstacle detection system.](image-url)
Regarding the computational complexity, the processing time required by a desktop PC for obstacle detection is 18 ms/frame. When running it on a Smartphone Samsung Galaxy S3 the average processing time is 102 ms/frame.

4.2. Obstacle classification system evaluation

In this section we present a comprehensive evaluation of the adapted HOG descriptor with BoVW. First we constructed a training dataset that contains 4500 images selected from the PASCAL database [29] that were divided into four classes depending on their relevance to a blind person: vehicles (1700 pictures), bicycles (500 pictures), pedestrians (1100 pictures) and static obstacles (fences, pylons, trees, garbage cans... 1200 pictures).

The considered categories were according to the responses given by 40 partially impaired persons on a questionnaire [30] regarding their major problems and preferences concerning their navigation in indoor and outdoor spaces. From these we determined that a blind user is the most frightened by the collision with a vehicle or a bike. In the context of the proposed application it is not important to differentiate between cars or buses, but to determine that the detected object is in fact a vehicle that is approaching the user. Regarding the class containing the static obstacles this is characterized by a high variability of the instances.

The tests are conducted on a set of 924 image patches, extracted from the video database using the algorithm presented in Section 3.1. In Table 1 we illustrate the performance of our system for each category along with the confusion matrix for a vocabulary of 4000 words.

As it can be noticed from Table 1 we introduced an extra category called Outliers. We added it in order to make sure that our system does not classify a patch in a category just because it is required but due to its high resemblance to a class.

Next, in Figure 5 we studied the impact that the size of the vocabulary has over the performance of object classification system. We used as evaluation metrics the traditional Recall (R), Precision (P) and F1 norm (F1) measures, defined as follows:

\[
R = \frac{D}{D + MD}; \quad P = \frac{D}{D + FA}; \quad F_1 = \frac{2 \cdot P \cdot R}{P + R}
\]

where \(D\) is the number of correctly classified objects, \(MD\) is the number of missed classified, and \(FA\) is the number of false alarms (patches that are erroneous included in a category).

Even if the best results are obtained when using a vocabulary with 4000 words we have to consider that our system is designed as a real-time application for which the classification speed is very important because it controls how quickly the user will receive a response.

In Figure 6 we present the variation of the computational time per image patch (when testing it on a desktop PC) with the increase of the vocabulary size.

Even if the best results regarding the classification efficiency were obtained for a vocabulary of 4000 words due to the real-time constraints of our application we selected a vocabulary of size 1000. In this case, the average processing time for the proposed technique when running it on a Samsung Galaxy S3 smartphone is around 30ms/frame. The total time of the entire framework (object detection and classification) is 132 ms/frame which leads to a processing speed around 7 frames/second.

<table>
<thead>
<tr>
<th>Cars</th>
<th>Bikes</th>
<th>People</th>
<th>Obstacles</th>
<th>Outliers</th>
<th>Ground Truth</th>
<th>False Alarm</th>
<th>Missed Detected</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cars</td>
<td>294</td>
<td>3</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>305</td>
<td>15</td>
<td>11</td>
<td>0,95</td>
<td>0,96</td>
</tr>
<tr>
<td>Bikes</td>
<td>3</td>
<td>79</td>
<td>15</td>
<td>3</td>
<td>15</td>
<td>115</td>
<td>12</td>
<td>36</td>
<td>0,87</td>
<td>0,69</td>
</tr>
<tr>
<td>People</td>
<td>4</td>
<td>8</td>
<td>342</td>
<td>4</td>
<td>19</td>
<td>377</td>
<td>23</td>
<td>35</td>
<td>0,94</td>
<td>0,91</td>
</tr>
<tr>
<td>Obstacles</td>
<td>8</td>
<td>1</td>
<td>8</td>
<td>100</td>
<td>10</td>
<td>127</td>
<td>11</td>
<td>27</td>
<td>0,90</td>
<td>0,79</td>
</tr>
</tbody>
</table>
5. Conclusions and perspectives

In this paper we have introduced a novel framework for obstacle detection and classification in order to assist partially sighted persons in navigating autonomously. The proposed obstacle detection module can function as an independent application, since it can detect dangerous moving objects very fast in complex environments without any a priori information about the size, shape or position of the obstacles to be detected.

The method works in real-time and is implemented on a regular smartphone as a mobility tool attached to the user with the help of a chest mounted harness. This technique is able to detect both static/dynamic obstacles and to classify them based on the relevance and degree of danger to a blind person. We tested our framework in different environments and prove its consistency and robustness.

For further work we plan to extend the system and improve it with advanced alerting functionalities. In this respect, we want to make use of bond induction headphones which allow the users to hear the both the sounds from the device and the environment sounds. An alerting system based on the vibration functions of such headphones can be designed for this application. On the other hand, a wider study with more blind users and further questioners about the system will offer us some further guidelines.
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