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Abstract

We present our technique for facial keypoint localiza-
tion in the wild submitted to the 300-W challenge. Our
approach begins with a nearest neighbour search using
global descriptors. We then employ an alignment of lo-
cal neighbours and dynamically fit a locally linear model
to the global keypoint configurations of the returned neigh-
bours. Neighbours are also used to define restricted areas
of the input image in which we apply local discriminative
classifiers. We then employ an energy function based min-
imization approach to combine local classifier predictions
with the dynamically estimated joint keypoint configuration
model. Our method is able place 68 keypoints on in the
wild facial imagery with an average localization error of
less than 10% of the inter-ocular distance for almost 50%
of the challenge test examples. Our model therein increased
the yield of low error images over the baseline AAM result
provided by the challenge organizers by a factor of 2.2 for
the 68 keypoint challenge. Our method improves the 51 key-
point baseline result by a factor of 1.95, yielding keypoints
for more than 50% of the test examples with error of less
than 10% of inter-ocular distance.

1. Introduction

The accurate localization of facial keypoints or land-

marks has many potential applications. For example, the

geometry of a face can be estimated by using these local

points, which can be used to improve the quality of subse-

quent predictions for many different applications. For ex-

ample, the face verification in the wild results posted on

the well known Labelled Faces in the Wild (LFW) evalua-

tion [11] confirm that essentially all top results require some

form of face registration, and most of the top face registra-

tion techniques use facial keypoints. Another application in

which accurate keypoints can dramatically improve perfor-

mance is facial emotion recognition [19]. Recent work has

also focused on emotion recognition in the wild [9].

Active Shape Models (ASMs) [5], Active Appear-

ance Models (AAMs) [4], and Constrained Local Mod-

els (CLMs) [6, 15] involve the estimation of a parametric

model for the spatial configuration of keypoints often re-

ferred to as shape models. AAMs typically use compar-

isons with images and image templates to capture appear-

ance information in a way that can be combined with a

shape model. In contrast, CLMs replace template compar-

isons with a per keypoint discriminative model, then search

for joint configurations of keypoints that are compatible

with a shape model. Older appearance based techniques

have relied on only image features and have no explicit

shape model. For example [21] takes a sliding window ap-

proach using Gabor features reminiscent of the well known

Viola-Jones face detection technique and creates indepen-

dent discriminative models for each keypoint. More recent

work has used support vector regression for local appear-

ance models and Markov random fields to encode informa-

tion about spatial configurations of keypoints [20]. Other

more recent work [22] has used a tree structured maximum

margin Markov network to integrate both appearance and

spatial configuration information.

Simple shape models can have difficulties capturing the

full range of pose variation that is often present in ‘in the

wild’ imagery. For this reason [22] uses a mixture of tree

structured max margin networks to capture pose variation.

They have also labelled a set of 205 images of 468 faces

in the wild with 6 landmarks and released this data as the

annotated faces in the wild (AFW) data set. Other work has

dealt with the challenge of pose variation using a large non-

parametric set of global models [1]. This work also released

the Labelled Face Parts in the Wild (LFPW) data set. Other

recent work by Dantone et al. [8] has quantized training

data into a small set of poses and applied conditional re-

gression forest models to detect keypoints. They have also

labelled 9 keypoints on the LFW evaluation imagery and

released the data for further evaluations.

There are a number of different performance measures
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that have been used to evaluate the performance of tech-

niques for keypoint localization. The L2 distance, normal-

ized by the inter-ocular distance, is one of the most promi-

nent metrics, being used in [1], [8, 20]. In terms of gauging

the current state of the art performance 1, one of the most

state of the art techniques [1] reports that 93% of the 17

keypoints of BioId [13] can be predicted with an average

localization error of less than 10% of the inter-ocular dis-

tance, on the 29 points of the more challenging LFPW [1]

only 90% can be predicted at the same 10% level. Dantone

et al. [8] report that they are able to predict slightly below

90% of 9 keypoints they labeled for the LFW with error of

less than 10% of the inter-ocular distance.

In contrast to inter-ocular distance, [22] uses a different

relative error measure - the relative face size distance, which

is actually the average of the height and width of a face

detection window returned by a face detector. They have

compared results with four popular contemporary models:

the Oxford, Multi View Active Appearance Model (AAM),

Constrained Local Models (CLMs), and a commercial sys-

tem, from face.com. On the 68 point multi-PIE frontal im-

agery, they report that 100% of the keypoints can be local-

ized with and error of less than 5% of the relative face size

distance. For their Annotated Faces in the Wild (AFW) [22]

dataset, only 77% of the 6 keypoints can be localized to the

same level of error.

As two different relative error measures were used by

[22] and [1], its difficult to compare their results. However,

if we can co-relate these two measures: the Inter-Ocular
Distance and the Face Size, it is possible to do a reasonable

comparison. If we assume that the Inter-Ocular Distance is

1/3 the Face Size, then the results of [1] for the BioId dataset

and the results of [22] for the MultiPIE dataset appear to be

fairly close to one another. Although these results looks

impressive, we have to remember that both BioId and Mul-

tiPIE are controlled databases with mostly frontal images.

If we use the same heuristic conversion, we see that [1] ap-

pears to be able to do a better job than [22] for real world

datasets, however we must compare across the LFPW and

AFW data sets as well leading to too much uncertainty to

really gauge the relative performance of these techniques.

For these reasons there is a clear need to organize a con-

trolled challenge comparing keypoint detection techniques

using in the wild imagery. The 300-W challenge has thus

been organized to address this need and we now present the

approach we have taken in our submission to the challenge.

2. Our Approach

We first summarize our overall approach then discuss the

algorithmic details of the different parts of the overall sys-

tem.

1prior to the 300-W challenge evaluation

Figure 1. Green coloured keypoints are produced by a nearest

neighbour model, while the red coloured keypoints are generated

through our model. Arrows from green points, connecting the red

points, show the keypoints movement directions during optimiza-

tion by our model.

2.1. A High Level View of Our Approach

Using the competition training set we first train a set

of local discriminative SVM based classifiers for each key-

point using fine scale histogram of oriented gradient (HoG)

based descriptors. We then create a database of all training

images using a coarser scale or more global HoG descriptor

for each face based on the provided bounding box location.

For a given test image, using the global HoG descriptors

we find the N = 100 nearest neighbours from within the

training set database. We project the global HoG descriptor

down to g = 200 dimensions for this task. Using the top

M = 3 closest neighbours in the database we compute the

average location of their corresponding labelled keypoints

and use these locations to restrict the application of each

keypoint detector to a small local window of size n × m,
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Figure 2. Our complete pipeline.

with n = m = 16. This procedure yield a set of response

images for each keypoint. We identify k = 2 modes per re-

sponse image using a non-maximal suppression technique.

Using the modes identified for each keypoint we then use a

Random Sample Consensus (RANSAC) like method to esti-

mate similarity transforms for each of the 100 nearest neigh-

bours. Using these 100 neighbours (registered to the input

face via similarity transforms) we perform a probabilistic

principal component analysis (PPCA) and keep p = 30 di-

mensions. We then initialize a iterated conditional modes

(ICM) based search procedure using the mean of the top

t = 10 best aligned exemplars as our starting point. This

ICM based search is thus performed using the scores pro-

vided by the set of 68 response images for each keypoint

using the dynamically estimated PPCA model to encode

spatial interactions or the shape model.

2.2. Initial Nearest Neighbor Search

We wish to accelerate the search for each keypoint based

on a local classifier as well as accelerate a more detailed

inference procedure that combines local keypoint predic-

tions with a separate model for valid global configurations

of keypoints estimated from nearby exemplars. Our intu-

ition and hypothesis here is that if we have a large database

of wild faces with keypoint labels (covering many identi-

ties, poses, lighting conditions, expression variations, etc.),

a simple nearest neighbours search using an effective global

descriptor should be able to yield exemplars with keypoint

locations that are also spatially close to the correct keypoint

locations for a query image. In figure 3, for each query im-

age on the left, we show the 3 nearest neighbours, followed

by the mean of their corresponding keypoints on the right.

We can clearly see that the level of pose and expression cor-

respondence between the query and returned results is rea-

sonable. From this analysis one can see that this approach

appears promising.

Given an initial estimate of keypoint locations, we can

dramatically reduce the amount of time needed to execute

local per-keypoint classifiers by restricting their search to a

small window of plausible locations. Further, we can deter-

mine an appropriate size for such a window via cross valida-

tion techniques. Additionally, while this nearest neighbour

technique might not be able to provide an exact solution

to the keypoint placement problem, neighbours returned by

this technique could be brought closer to the correct solu-

tion through estimating a simple (ex. similarity) transform.

For this step we use candidate keypoint locations obtained

from local classifiers and use a RANSAC like method rem-

iniscent to [1]. However, here this estimation can be done

with far greater efficiency since here we shall only consider

a small set of N = 100 neighbours as opposed to the use of

a random sampling strategy over the entire data set. Finally,

once we have this set of spatially registered neighbours we

can then build a more accurate model of the spatial distribu-

tions of their keypoints. This initial nearest neighbour step

itself could indeed yield an initial solution to our keypoint

placement problem and we shall provide some comparisons

with this type of approach as a baseline comparison.

To build both our global descriptors and our local clas-

sifiers we need image features. We have found that His-

tograms of Oriented Gradients or HOG features [7] are ex-

tremely effective for face pose detection and identify recog-

nition. As one of the goals of our first filtering step is to

filter away dissimilar (in pose, expression, and identity) ex-

emplars, we used HOG features for our global descriptor.

In particular, we extracted HOG features from overlapping
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Figure 3. Query faces (first column), corresponding three nearest

neighbours (columns: 2-4), and label transfer results by simple

averaging (column 5).

patches on the image grid, and concatenated them to gen-

erate a global feature for a face. The grid intervals and the

patch size were determined through a grid search and cross-

validation. We compared the closeness of keypoints for im-

ages returned via this approach to input queries, varying the

HOG block size, and the amount of overlap. As a result

of this procedure for our subsequent experiments we used a

block size of 24x24, and the intervals between blocks was

12. We also used a Principal Component Analysis (PCA)

projection for HOG features, and reduced the dimensional-

ity to 200. There were just over 6,000 training faces in the

300-W evaluation [12]. Brute force search using 200 di-

mensional vectors was therefore quite feasible, taking less

than a second.

As discussed, we would like to both transfer labels from

these returned results to provide a baseline technique as well

as use the transferred labels to restrict our local search us-

ing keypoint classifiers. We could choose the first match or

aggregate results from first M matches. Using cross val-

idation we found that an average from the first 3 matches

gave us the best label transfer results. In our subsequent

experiments, we therefore aggregate results from the top 3

matches.

2.3. Defining Search Regions for Local Classifiers

As outlined above, we use binary SVMs with HOG fea-

tures as input to our local classifiers. Classifiers are only

applied within an input window defined by averaging of

keypoint locations for the top M = 3 neighbours returned

by the nearest neighbour search using a global image de-

scriptor. We used features that were extracted from image

patches of size 24x24. For each keypoint, 2000 positive

patches, centred at each keypoint location and 2000 nega-

tive patches from elsewhere in the image were used as our

training data. Half of the negative patches were selected

from closer locations; more specifically, these 50% negative

patches were selected by selecting the patch centre falling

within the 7x7, but not 5x5 region around the keypoint. The

other 50% were selected from other random locations. See

the corresponding step in the pipeline of Figure 2 to see the

relative size and locations of these windows.

2.4. Fast Registration of Neighbours

We wish to improve the alignmnets of the keypoints on

an input query image and the keypoints on our set of near-

est neighbours returned via global descriptor search. We

shall use these exemplars after this (2D similarity) align-

ment later to produce a more accurate statistical model of

empirically plausible distortions from the mean of these 100

keypoint sets. However, we of course do not yet have cor-

rect keypoints for our query. We do however have candidate

locations that can be extracted from the response images

associated with the spatially restricted search using key-

point classifiers. We use a separate Support Vector Machine

(SVM) per keypoint to produce these local response images,

{di}ni . As in [1] and other RANSAC based techniques, we

then randomly select two points from a random exemplar

image found with our nearest neighbours, then perform a

similarity warp using the two corresponding modes from

the response images.

A similarity transformation has three parameters,

{translation, scaling, and rotation}. As the human face is

a 3D object, the true face mesh defined through the fiducial

points on it is also a 3D object, it is therefore difficult for a

2D similarity transformation to align a pair of 2D facial im-

ages with one another if they are from different poses. How-

ever, as discussed above and as seen in figure 3 our nearest

neighbour method is able to to filter away faces from dra-

matically different poses and thus reduces our search space

extensively. This 2D similarity registration step thus ac-
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counts for minor differences in images that can addressed

by simple 2D rotations, scale changes, translations and re-

flections. The intuition is that we would like to account

for these effects prior to capturing other more complex fac-

tors of variation using our locally linear (PCA) modeling

technique discussed in section 2.5. Our search algorithm is

provided below.

Exemplar Warping and Search Algorithm

1. For a test face, generate n response images, {di}ni=1,

for n keypoints using corresponding local classifiers.

2. Extract two modes per response image using a non-

maximal suppression technique to create a putative list

of keypoints.

3. From the putative keypoint list, select a random pair

and :

• Take a random exemplar from the 100 nearest

neighbours provided by the methodology, de-

scribed in section 2.2.

• Estimate a similarity transform to align the test

face with the exemplar using two random modes

from two random response images and the corre-

sponding exemplar keypoints.

• Evaluate the point distortions between these two

images using the L2 distance function, dk,t =
(X l−X l

k,t)
T (X l−X l

k,t); where, X l is the vector

of n response image maximum modes, and X l
k,t

is the corresponding warped locations of exem-

plar Xk,t on X l.

4. Iterate step 3, r = 10, 000 times and store the results.

5. Select the best fit N exemplars, {Xk,t}Nn . Transform

all their corresponding keypoints using transformation

parameter, t. This results N warped exemplars on the

test image for our next step.

2.5. Combining Local Scores with a Spatial Model

To combine the uncertain predictions for each model

with a model of likely spatial configurations we first esti-

mate a locally linear PCA model dynamically using these

N warped exemplars.

To be more precise, for a given image I, where x =
[x1, x2, · · ·xn]

T and y = [y1, y2, · · · yn]T give the x and

y co-ordinates of each of the n keypoint locations, we

wish to combine the output of a local classifier with a spa-

tial model for global keypoint configurations. Let, D =
{d1, d2 · · · , dn} be the response images, generated by these

local classifiers. A response image, di, defined here is sim-

ply a 2D array with binary prediction probability for any

pixel in the test image being classified as the correct loca-

tion for point i by the ith local classifier. For a visualization

of the response image probability values see corresponding

step of Figure 2 (local response maps) where probabilities

are scaled by a factor of 255 (8 bit gray-scale images). Let

the log of the score for the positive prediction for keypoint

p at the corresponding gridpoint location gx, gy be defined

as sp(gx, gy).
We use a probabilistic variant of PCA and correspond-

ingly use the log of a Gaussian distribution with a factorized

covariance matrix to couple local prediction via the spatial

interaction terms of an energy function with the following

form:

E(x,y) = (1)

−
N∑

p=1

n∑

gx=1

m∑

gy=1

sp(gx, gy)δ(xp − x′p(gx))δ(yp − y′p(gy))

+
1

2
([xTyT ]− μT )(WWT +Σ)−1([xTyT ]T − μ),

where W corresponds to the eigen vectors of the PCA, Σ
is a diagonal matrix, μ is simply the mean of the N =
100 nearest neighbours returned from the global descriptor

search after RANSAC similarity registration, x′p(gx) and

y′p(gy) are the x and y locations for keypoint p correspond-

ing to grid indices gx and gy . To minimize E we must per-

form a search over the joint configuration space defined by

each of the local grids of possible values, xp ∈ x′p(gx), yp ∈
y′p(gy) for each keypoint p.

While we have formulated our approach here as an en-

ergy function minimization technique, one might equally

formulate an equivalent probabilistic model encoding spa-

tial configurations of keypoints as a real valued distribution,

with intermediate variables that transform the model into

into discretized grids, followed by a final conversion into bi-

nary variables for each position on the equivalent grid. One

could then use the SVM scores as a form of soft evidence

concerning these binary variables.

2.6. Inference with the Combined Model

We used an Iterative Conditional Modes (ICM) based

minimization procedure to optimize Equation (1). Starting

with an initial assignment to all keypoint locations, we iter-

atively update each keypoint location xp, yp.

Fitting algorithm :

1. Take the average of the keypoint locations for the N
aligned neighbours and initialize the initial solution as

X∗.

2. Iterate until none of the keypoints in x and y moves

or a maximum number of iterations is completed (we

used c=10):
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(a) Select a keypoint, (xp, yp) from X∗.

(b) Minimize Equation (1) using

x∗p, y
∗
p = argmin

xp,yp

E(x,y).

(c) Update, xp ← x∗p, and yp ← y∗p .

3. Take X∗ as the output.

2.7. Data Pre-processing

We used both the true and the predicted bounding box

initializations for all five datasets : AFW [22], helen [14],

ibug [12], lfpw [1], XM2VTS [17], provided as the 300-W

challenge benchmarks [18, 12]. By predicted face bounding

box, we mean the face bounding boxes predicted by an i-

Bug [12] version of the face detector [22]. We cropped faces

from these images with additional 20% background for each

side. The cropped faces were then re-scaled to a constant

size of 96x96 resolution using bilinear interpolation.

3. Experiments and Results
3.1. Cross Validation Experiments

Before discussing the challenge results produced by

our algorithm, we first provide here our five fold cross-

validation results for the following three configurations:

• Using 300-W true-true (tt) face bounding boxes.

• Using 300-W true-predicted (tp) face bounding boxes.

• Using 300-W predicted-predicted (pp) face bounding

boxes.

These experiments allow us to see the impact of errors

in bounding box predictions. The left and right panesl of

Figure 4 show these five fold cross validation results for

the two 300-W labeling tasks: (a) the 68 point labeling

problem, and (b) the 51 points labelling problem. For each

cross-validation step, we only kept the XM2VTS database

faces in the validation set, but removed from the training

set. This particular configuration was followed due to an

observation that XM2VTS is the only non wild database

out of the five 300-W evaluation databases.

300-W true-true (tt) face bounding boxes
For this particular setup, all models were cross-validated

(five fold) using the true face bounding box initializations.

In other words, this setup assumes that the provided face

detector is always perfect in detecting faces. As a result, this

configuration might be thought as an upper bound of our

model when it deals with faces provided by a face detector

with some level of face detection noises.

Our simple nearest neighbour label transfer resulted

79% of the keypoints having error less than 10% of relative

inter-ocular distance for the 68 points problem. This

relative error was 81% for the 51 keypoints problem. For

the same setup our complete method predicted 85% and

90% of the keypoints within a 10% relative inter-ocular

distance error margin.

300-W true-predicted (tp) bounding boxes
For this setup, while cross-validating, the models were

trained using true face bounding box initializations, and val-

idated using face bounding boxes that were provided by the

300-W challenge face detector. For the 68 keypoints prob-

lem, our nearest neighbour model predicted 70% of the key-

points within the 10% inter-ocular error margin. This rela-

tive rate was 75% for the 51 keypoints labelling task. We

can clearly see the drop of performance, compared to the

upper bound (tt) setup. Interestingly, our model was able to

achieve levels of precision, very close to the upper bounds.

These rates were 83% and 89% respectively for the 68 and

51 keypoint problems. Analyzing Figures 4 left and right

it appears that our method is fairly robust to face bounding

initialization errors that might arise as a result of a noisy

face detector.
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300-W predicted-predicted (pp) bounding boxes
For this particular setup, all models were cross-validated

(five fold) through the predicted face bounding boxes, pro-

vided by the 300-W challenge face detector. Here again
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results are compiled in the left and right panels of Figure 4

for the 68 and 51 keypoint problems respectively. Our near-

est neighbour model did better for this setup, compared to

setup two (tp). For the 68 keypoints problem, it was able to

produce 74% of keypoints within the 10% inter-ocular mar-

gin. This rate was 74% for the 51 keypoints labelling task.

Our complete method achieved similar levels of precision

as of setup two (tp) for both 68 and 51 keypoints labelling

problems. It seems, our complete approach is less sensitive

to face detection errors.

3.2. 300-W challenge results

Our model that was submitted to the 300-W challenge

was trained using all the images from the 300-W evaluation,

except the XMT2VTS database faces. The 300-W chal-

lenge organizers ran our algorithm on a unreleased dataset

of 300 indoor and 300 outdoor images, and returned the re-

sults produced by our algorithm. They also provided their

baseline results for the same test data. In their evaluation

they have used a slightly different metric than our earlier

evaluation. More specifically, the challenge used a per im-

age, rather than a per point relative error evaluation. The

same inter-ocular distance is used as a relative metric; how-

ever, the point to point distances for all points are averaged

for an image and performances are reported on % of the

number of images.

The baseline provided by the 300-W challengeis an im-

plementation of the Inverse Compositional Active Appear-

ance Model (AAM) algorithm [16] using the edge-structure

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0  0.05  0.1  0.15  0.2  0.25  0.3  0.35

F
ra

ct
io

n 
of

 th
e 

nu
m

be
r 

of
 Im

ag
es

Pt�Pt error normalized by interocular distance

300�W, 51 points challenge ( Ours vs. the baseline )

Ours (Indoor)
Ours (Outdoor)

Ours (Indoor+Outdoor)
AAM (Indoor)

AAM (Outdoor)
AAM (Indoor+Outdoor)
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features of [3].

Figures 6 and 7 were generated using the returned re-

sults. For the 68 points protocol and for both the indoor and

outdoor settings, the Inverse Compositional AAM baseline

was able to produce all keypoints for 22% of the test images

with an average error of less than 10% relative inter-ocular

distance. While testing with images from indoor environ-

ments, for the same 68 points protocol and same relative

error, our algorithm was able to produce correct results for

47% of the images. For outdoor images, this percentage

even improved to 50% for the same protocol and relative

error metric.

For the 51 points problem, for a 10% relative inter-ocular

relative error metric, our algorithm was able to produce all

keypoints for 52% indoor test images. This rate was 53%

for outdoor images for the same set-up. In comparison, the

baseline AAM was only able to produce all keypoints for

27% images for both indoor and outdoor settings.

For both the 68 and 51 keypoint problems, for a com-

bined indoor and outdoor settings, our model was able to

produce all keypoints for over 72% of the images for an av-

erage relative inter-ocular distance of 15%. This rate was

35% (for the 68 keypoint problem) and 43% (for 51 key-

points) respectively for the same relative measure using the

baseline AAM. This means, for about 3, out of 4 real-world

images, our algorithm can produce all fiducial points within

an average of 15% inter-ocular. For the same setting, the In-

verse Compositional Active Appearance Model (AAM) can

do it for less than 2 images.
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3.3. Runtime analysis

On an x86 64, 3.26 GHz machine with 15.67 GB RAM,

our pipeline takes about just over a minute to produce the

68 keypoints as outputs. We obtained the following average

runtimes for each of the key steps in our pipeline: (a) Global

search + k-NNs + label transfer: 0.5 seconds, (b) Local re-

sponse images: 32 seconds, (c) Similarity transformation

estimation via sampling: 36 seconds, and (d) PCA + ICM :

6 seconds. We can see that the steps (b), the computation of

local response images, and (c), the similarity transformation

estimation via sampling take over 90% of the runtime. Both

the computation of local response images and the similarity

estimation steps are operations that could be parallelized us-

ing popular Graphical Processing Unit (GPU) acceleration

techinques or multi-core methods. Accelertions by an order

of magnitude are often obtainable through these techniques

and we therefore believe the run time for this method could

be reduced from over a minute to a couple of seconds.

4. Discussion and Conclusions

In this research, we have outlined our approach used to

submit results to the 300-W facial keypoints localization

challenge. Our method is able to place 68 keypoints on in

the wild facial imagery with an average localization error of

less than 10% of the inter-ocular distance for almost almost

50% of the test examples and about 70% of the images with

a average localization error of less than 15% of the inter-

ocular distance. In comparison the AAM baseline provided

by the challenge yielded only 23% and 35% of the images

with these levels of error. On the 51 keypoint problem our

method yields 53% and 73% of the images at the 10% and

15% levels of error, which also compares favourably to 29%

and 34% yielded by the challenge baseline AAM.
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