Motion Recognition Employing Multiple Kernel Learning of Fisher Vectors using Local Skeleton Features
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Abstract

We propose a skeleton-based motion recognition system focusing on local parts of the human body closely related to a target motion. In this system, a skeleton feature is composed of a sequence of relative positions between paired joints calculated by Inverse Kinematics. Several joints of skeleton model are connected as a Local Skeleton Feature. The temporal sequence is modeled as human motion model by using Hidden Markov Model. Motion features are represented as Fisher vectors parameterized by the human motion models, and weighted and integrated by using Multiple Kernel Learning. This system makes it possible for robots to recognize human actions in our daily life. The experimental results based on two datasets show an improvement in performance of classification rate, which shows that the design of motion feature is effective for motion recognition.

1. Introduction

The DARPA Robotics Challenge gave a strong momentum to demand for humanoid robots. In this context, intelligent robots which can support humans in daily life also have been increasingly important in recent years. In order to communicate with humans in the coexisting space, recognition of human action that leads to behavior understanding and intention inference is very necessary. From this viewpoint, we focus on actions in our daily life for activity support and gesture commands for robot operation. Note that we use the terms “motion” or “gesture” in the sign-language sense for data derived from a single data source, and the terms “action” or “activity” for data consisting of multiple data sources including surrounding environment and target objects as well as motion patterns.

The human motion is drawn in 3D world, and thus capturing such articulated 3D motion using a monocular video camera is very difficult. This difficulty limited the performance of video-based action recognition in the past decade. However, the recent advance on human pose estimation from depth map made it easier to obtain 3D joint positions of human skeleton from the monocular video cameras. Additionally, this skeleton-based action recognition has the advantage of using Inverse Kinematics(IK) from the joint positions in the world coordinate system, which can calculate motion derivatives such as relative position, velocity and acceleration in the body coordinate system. This paper presents a method for skeleton-based motion recognition focusing on local parts of the human body...
closely related to a target motion. As shown in Fig.1, skeleton descriptors are derived from a temporal sequence of human body motion. A relative position of marker joints from the center of skeleton model is calculated by using IK. A Local Skeleton Feature (LSF) is composed of four marker joints selected from the skeleton model and then the temporal sequence is modeled as human motion model by using Hidden Markov Model (HMM). Motion features represented as Fisher Vectors (FVs) parameterized by the human motion model are weighted and integrated for motion target by simultaneously learning parameters of Multiple Kernel Learning (MKL) and Support Vector Machine (SVM). Finally, an observed motion is classified into the most probable category by the system.

The main contribution of this paper is the design of motion features. We use the relative positions between skeleton joints calculated by IK as LSFs, which can capture the smooth movement compared to estimated 3D joint positions from motion sensor. Motion features are represented as FVs parameterized by human motion model from LSFs. To the best of our knowledge, the proposed method is also the first research using MKL of several FVs. This method identifies the remarkable parts of human body related to a target motion, resulting in better motion-recognition performances.

2. Related Work

There are various researches of action recognition in the pattern recognition community. In particular, recent advances on human pose estimation from depth image enabled to extract skeleton information of human whole body, so that three information sources, i.e., skeleton, color and depth image, become available in many researches using Kinect. Along with this change, various modalities such as skeleton, color, and depth are used as features for action recognition. When comparing to previous researches of action recognition, it can be said that the method using skeleton features tends to achieve higher classification rate. Note that we also apply the same approach in this paper.

method can realize a low-latency action recognition, but their method can not be applied to other tasks such as motion generation because of constructing the relationship between several remarkable frames and a training label. In the latter case, segmentation of action data can be conducted by clustering the continuous frames which are supposed to have the same labels or detecting the changing points in the time-series data. In this paper, we have taken the latter position because of learning temporal data of human motion as discrete motion symbols by HMM.

3. Motion Recognition System

We have proposed a motion recognition system based on a skeleton model. Figure1 shows the overview of our proposed system employing MKL of FVs parameterized by human motion model from LSFs. Each term of “LSFs”, “FVs parameterized by human motion model” and “MKL of FVs” is described in the following subsections.

3.1. Local Skeleton Feature

As previously discussed, skeleton features tend to achieve a high classification rate and the skeleton-based
action recognition also has the advantage of using Inverse Kinematics (IK). This section introduces the design of skeleton features which focuses on local parts of human body closely related to target motion.

With respect to skeleton features, local joint-series features associated closely with human motion become more available than global features covering whole body in motion recognition, and thus whole-body skeleton is divided into several body parts in recent researches [19][7]. In this paper, we use a temporal position data of four marker joints referred to as a local skeleton feature. Note that the number of maker joints in the local skeleton feature is determined by reference to [19]. Four marker joints discovered by data mining method are defined as a discriminative actionlet.

The relative position of four marker joints from the center of skeleton model can be calculated by using IK. If $b_n$ denotes the relative position between marker $n$ and the center of skeleton model defined as

$$b_n = R_{b_n}^T p_n = R_{b_n}^{\theta} R_{n}^{\theta} p_{n-1} R_{n}^{-\theta} R_{n-1}^{-\theta}$$

where $R_{n}$ and $R_{b_n}$ mean the rotation matrix of marker $n$ and the center of skeleton model in the world coordinate system respectively. Additionally, $p_{n-1,n}$ is the vector from joint $n - 1$ to joint $n$ in the $n$-th coordinate system. Note that joint $n - 1$ and joint $n$ mean the relationship between a parent and a child joint in human skeleton model.

We intuitively choose 23 and 58 local skeleton features from the upper-body marker joints for gesture recognition and the whole-body marker joints for action recognition respectively. Note that the local skeleton features are not cross-validated by using dataset, but [7] shows that there is not so much difference in recognition performance by considering the body symmetry among the local skeleton features. As shown in the Fig.2, we use two types of local skeleton feature. The first one is a 12-dimensional vector of four skeleton features (Left side in the Fig.2). Each skeleton feature is a relative position between marker joint $n$ and the center of the skeleton model represented as Eqn.(2). The second one is a 18-dimensional vector of six skeleton features. Six is identical with the number of elements in upper triangular distance matrix (Right side in the Fig.2). Each skeleton feature is a relative position between marker joint $n$ and marker joint $m$ represented as Eqn.(3).

$$f_{nb} = \{b_n | n = 1, 2, 3, 4\} \quad (2)$$

$$f_{nm} = \{b_n - b_m | n, m = 1, 2, 3, 4; n \neq m\} \quad (3)$$

### 3.2. Fisher Vector Parameterized by Human Motion Model

Human motion data is represented as temporal data of joint positions. An HMM, which has a robust feature for noise or error of spatio-temporal signals, is appropriate for modeling the human motion data. More formally, an HMM is defined by the following four parameters: a set of hidden states $Q$, a state transition matrix $A$, a set of emission probability distribution $B$, a set of initial state probability $\pi$. For convenience, we represent HMM parameters by putting them together, defined as

$$\lambda = \{Q, A, B, \pi\} \quad (4)$$

### Table 1. 23 local skeleton features composed of 4 marker joints.
The number in this table corresponds to the marker joint number.

<table>
<thead>
<tr>
<th>No.</th>
<th>J1</th>
<th>J2</th>
<th>J3</th>
<th>J4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
</tbody>
</table>

### Table 2. 58 local skeleton features composed of 4 marker joints.
The number in this table corresponds to the marker joint number.

<table>
<thead>
<tr>
<th>No.</th>
<th>J1</th>
<th>J2</th>
<th>J3</th>
<th>J4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
</tbody>
</table>
We define \( P(O|\lambda) \) as the probability of generating the motion sequences \( O = \{o_1, o_2, ..., o_T\} \), when given the parameters \( \lambda \). The optimized calculation is usually conducted based on Baum-Welch algorithm (a type of Expectation-Maximization(EM) algorithm), which can determine the parameters by maximizing the likelihood \( P(O|\lambda) \). This likelihood can be calculated by using a forward-backward algorithm. Note that the HMM parameters representing human motion is referred to as “a motion symbol”.

In this way, several motion symbols are obtained by training each local skeleton feature. Next, the motion symbols are clustered in a hierarchy based on dissimilarities between them. The distance of two motion symbols is calculated by using Kullback-Leibler(KL) information and Ward method constructs the hierarchical structure of them by using the distance. \( N_k \) sets of motion symbols referred to as “representative motion symbols” are obtained by clustering. The derivative of log-likelihood with respect to HMM parameters \( \lambda \) is calculated to become adapted to the representative motion symbols to each motion symbol, defined as

\[
\nabla_\lambda \log P(O|\lambda) = \nabla_\lambda L(O|\lambda) = FS(O, \lambda)
\]

(5)

Note that \( FS(O, \lambda) \) is called Fisher Score (FS). As previously explained, motion symbol \( \lambda \) is composed of the initial state probabilities \( \pi_i \), the state transition probabilities \( a_{ij} \) and the emission probabilities (the mean \( \mu_j \) and the covariance \( \sigma_j \) in the case of Gaussian model). The derivatives of the log likelihood \( L(O|\lambda) \) with respective to these parameters are defined as

\[
FS(O, \lambda) = \begin{bmatrix} \partial L(O|\lambda) \over \partial \pi_i, \partial L(O|\lambda) \over \partial a_{ij}, \partial L(O|\lambda) \over \partial \mu_i, \partial L(O|\lambda) \over \partial \sigma_i \end{bmatrix}^T
\]

(6)

For more information about the calculation process, refer to [8]. FV-HMMs are composed of the values representing this motion sequences \( O \). We also defined best performance in practice for gesture and action recognition respectively . With respect to parameter settings, the cost of SVM and the norm of MKL are decided as 1 and 1.5 by cross-validation method in all experiments.

### 3.3. Multiple Kernel Learning of Fisher Vectors

As discussed in the previous section, a local skeleton feature described in section 3.1 is represented as a motion feature by the FV-HMM. This section introduces the strategy to improve recognition performance by weighting and integrating the motion features according to target action. The discriminative weights are learnt by the MKL. This method constructs a combined kernel by integrating several sub-kernels of motion feature linearly and then the combined kernel is applied to SVM strategy. If \( \beta_j \) denotes the optimized weight in each sub-kernel, the combined kernel is defined as follows.

\[
FK_{combined}(O_i, O_j) = \sum_{k=1}^{K} \beta_k FK_k(O_i, O_j)
\]

(10)

Here, \( \beta_j \geq 0 \), \( \sum_{k=1}^{K} \beta_k = 1 \). Note that \( K \) means the number of kernel, i.e., the number of motion features or local skeleton features. The MKL method makes sub-kernels corresponding to motion features. A predicted motion label is determined by weighting and integrating the motion features. [16] proposed the strategy to learn kernel weights \( \beta_j \) and SVM parameters in the same time by iterative SVM learning of single kernel. In this paper, we apply the same approach.

### 4. Experiments

We evaluated our approach on two datasets for gesture and action recognition. Note that 12 marker joints of the upper body are used for the former task and 20 marker joints of the whole body are used for the latter task. As explained before, we used two types of local skeleton features and write them as 12D and 18D in the following sections. We also decided empirically that \( N_k = 10 \) and the number of hidden states is 10 in all experiments. Linear kernel and gaussian kernel are selected as the kernel functions of SVM among chi-squared, gaussian and linear kernel because they performed best performance in practice for gesture and action recognition respectively. With respect to parameter settings, the cost of SVM and the norm of MKL are decided as 1 and 1.5 by cross-validation method in all experiments.

#### 4.1. ChaLearn LAP 2014 Dataset

We used gesture data provided by the competition organizer of ChaLearn LAP Challenge. It is composed of three datasets: “training data”, “validation data” (manually annotated gesture labels) and “test data” (without gesture labels). Each dataset consists of hundreds of files, and each file contains approximately one-minute gesture data captured by Kinect v1, including video data (RGB, depth and user mask data) and position data of marker joints extracted from the depth sensor. Target gestures are 20 Italian cultural or anthropological signs performed by many
of each gesture category learnt by MKL and the most weighted parts of human body related to target gesture in Fig.5. Note that the remarkable part of each gesture is shown in red, which corresponds to the local skeleton feature with the highest weight. 1, 2, 8, 10, 11, 12 and 14 are right arm gestures and the remarkable part of each gesture is shown in right arm region. 5, 6 and 9 are both arms gestures and the remarkable part of each gesture is shown in both arms region.

4.2. MSR-Action3D Dataset

We used MSR-Action3D dataset captured by a monocular video sensor. The dataset consists of temporally segmented action samples and includes 567 action samples in total, but 10 action samples are not used because of missing data or erroneous joint positions. The frame rate is 15 fps and the resolution $640 \times 480 (\text{width} \times \text{height})$. There are 20 actions: high arm wave(HiW), horizontal arm wave(HoW), hammer(H), hand catch(HC), forward punch(FP), high throw(HT), draw x(DX), draw tick(DT), draw circle(DC), hand clap(HC), two hand wave(HW), side boxing(SB), bend(B), forward kick(FK), side kick(SK), jogging(J), tennis swing(TSw), tennis serve(TSr), golf swing(GS), pick up & throw(PT). Ten subjects perform each action two or three times. We divided the dataset into three subsets (AS1, AS2 and AS3), which have 8 action categories respectively, to prepare the same condition for fair comparisons. Note that the AS1 and AS2 are grouped together by similarity and the AS3 are grouped together by complexity. We also applied the cross-subject(CrSub) test setting as in [9], where the sequences for half of the subjects are used for training, and the remaining sequences of the other half of the subjects for testing. For more information about the dataset, refer to [9].

We first evaluated the effect of MKL. Table 3 shows the comparison between FV-HMM/SVM and FV-HMM/MKL-SVM. The experimental result shows that our approach achieved the accuracy of 74.2% at the highest classification rate, and significantly outperforms the method in which motion features corresponding to local parts of human body are not weighted and integrated. This means that separating into body parts related to a target motion is effective to improve the performance of gesture recognition. Here, Table 4 shows the classification rates of each category on each gesture learnt by MKL and the most weighted parts of human body related to target gesture in Fig.5. Note that the remarkable part of each gesture is shown in red, which corresponds to the local skeleton feature with the highest weight. 1, 2, 8, 10, 11, 12 and 14 are right arm gestures and the remarkable part of each gesture is shown in right arm region. 5, 6 and 9 are both arms gestures and the remarkable part of each gesture is shown in both arms region.

4.2. MSR-Action3D Dataset

We used MSR-Action3D dataset captured by a monocular video sensor. The dataset consists of temporally segmented action samples and includes 567 action samples in total, but 10 action samples are not used because of missing data or erroneous joint positions. The frame rate is 15 fps and the resolution $640 \times 480 (\text{width} \times \text{height})$. There are 20 actions: high arm wave(HiW), horizontal arm wave(HoW), hammer(H), hand catch(HC), forward punch(FP), high throw(HT), draw x(DX), draw tick(DT), draw circle(DC), hand clap(HC), two hand wave(HW), side boxing(SB), bend(B), forward kick(FK), side kick(SK), jogging(J), tennis swing(TSw), tennis serve(TSr), golf swing(GS), pick up & throw(PT). Ten subjects perform each action two or three times. We divided the dataset into three subsets (AS1, AS2 and AS3), which have 8 action categories respectively, to prepare the same condition for fair comparisons. Note that the AS1 and AS2 are grouped together by similarity and the AS3 are grouped together by complexity. We also applied the cross-subject(CrSub) test setting as in [9], where the sequences for half of the subjects are used for training, and the remaining sequences of the other half of the subjects for testing. For more information about the dataset, refer to [9].

We first evaluated the effect of MKL. Table 6 shows the comparison between FV-HMM/SVM and FV-HMM/MKL-SVM. As shown in Tab.6, the average accuracies of our approach(18D) on AS1, AS2 and AS3 under the CrSub test are 73.4%, 58.5% and 84.3% respectively and the overall
accuracy is 72.1%. While the accuracy of AS3CrSub is 84.3%, the classification rates in AS2CrSub are relatively low. This is because similar motions are more sensitive to the larger intra-class variations generated in cross-subject tests. The experimental result also shows that our approach significantly outperforms the method in which motion features corresponding to local parts of human body are not weighted and integrated. This means that separating into body parts related to a target motion is effective to improve the performance of motion recognition. Here, Figure 4 shows the confusion matrices of our approach on AS1CrSub, AS2CrSub and AS3CrSub. Each row corresponds to actual label and each column denotes predicted label. In AS1CrSub, several actions are confused by PT, for example H, FP and HT. In AS2CrSub, DX, DT and DC are mutually confused because of partially similar motions. In AS3CrSub, actions are significantly different and the classification results are high, except for HT and TSw.

We also compared our approach to the state-of-the-art methods in Tab.7. As shown in Tab.7, the classification rates are low in average accuracies compared to [9], but our approach outperforms the accuracies of AS1CrSub and AS3CrSub by 0.5 and 5.1.

Finally, we visualized the discriminative weighted graph of each action category learnt by MKL and the most weighted parts of human body related to target action in Fig.6. Note that the remarkable parts of each action are shown in red, which correspond to the local skeleton features with the 1st and 2nd highest weight. J is the jogging action and the remarkable part is shown in both legs region. HC and HW are the hand clapping and two hand waving actions respectively and the remarkable part of each action is shown in both arms region. FK and SK are the forward kicking and side kicking actions respectively and the remarkable part of each action is shown in one leg region.

5. Conclusion

We have proposed a skeleton-based motion recognition system focusing on local parts of human body closely related to target motion. Motion features are represented as Fisher vectors parameterized by human motion model from Local Skeleton Features, and weighted and integrated by using Multiple Kernel Learning. The comparisons of classification rates on two datasets show better performance of motion recognition in the experiments. This means that the design of motion features is effective for motion recognition. Although the proposed method does not record the highest performance, our approach can apply motion derivatives such as relative position, velocity and acceleration by using Inverse Kinematics. This extension could be expected to increase the classification rate because the derivatives with respect to time are effective to discriminate between similar motions. In addition, our approach can know the remarkable parts of human body related to target motion and provide a clue to recognize the human motion more precisely.
Figure 5. The discriminative weighted graph of each gesture category and the most weighted parts of human body related to target gesture.

Figure 6. The discriminative weighted graph of each action category and the most weighted parts of human body related to target action.
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