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Abstract

Online Multi-Object Tracking (MOT) has wide applications in time-critical video analysis scenarios, such as robot navigation and autonomous driving. In tracking-by-detection, a major challenge of online MOT is how to robustly associate noisy object detections on a new video frame with previously tracked objects. In this work, we formulate the online MOT problem as decision making in Markov Decision Processes (MDPs), where the lifetime of an object is modeled with a MDP. Learning a similarity function for data association is equivalent to learning a policy for the MDP, and the policy learning is approached in a reinforcement learning fashion which benefits from both advantages of offline-learning and online-learning for data association. Moreover, our framework can naturally handle the birth/death and appearance/disappearance of targets by treating them as state transitions in the MDP while leveraging existing online single object tracking methods. We conduct experiments on the MOT Benchmark [24] to verify the effectiveness of our method.

1. Introduction

Tracking multiple objects in videos is an important problem in computer vision which has wide applications in various video analysis scenarios, such as visual surveillance, sports analysis, robot navigation and autonomous driving. In cases where objects in a specific category are to be tracked, such as people or cars, a category detector can be utilized to facilitate tracking. Recent progress on Multi-Object Tracking (MOT) has focused on the tracking-by-detection strategy, where object detections from a category detector are linked to form trajectories of the targets. In order to resolve ambiguities in associating object detections and to overcome detection failures, most of these recent works [7, 11, 27, 23] process video sequences in a batch mode in which video frames from future time steps are also utilized to solve the data association problem. However, such non-causal systems are not suitable for online tracking applications like robot navigation and autonomous driving.

For tracking-by-detection in the online mode, the major challenge is how to associate noisy object detections in the current video frame with previously tracked objects. The basis for any data association algorithm is a similarity function between object detections and targets. To handle ambiguities in association, it is useful to combine different cues in computing the similarity, such as appearance, motion, and location. Most previous works rely on heuristically selected parametric models for the similarity function and tune these parameters by cross-validation, which is not scalable to the number of features and does not necessarily guarantee generalization power of the model.

Recently, there is a trend on learning to track that advocates the concept of injecting learning capabilities to MOT [38, 25, 22, 20, 4]. Based on their learning schemes, we can categorize these methods into offline-learning methods and online-learning methods. In offline-learning, learning is performed before the actual tracking takes place. For instance, [25, 20] use supervision from ground truth trajectories offline to learn a similarity function between detections and tracklets for data association. As a result, offline-learning is static: it cannot take into account the dynamic status and the history of the target in data association, which is important to resolve ambiguities, especially when it needs to re-assign missed or occluded objects when they appear again. In contrast, online-learning conducts learning during tracking. A common strategy is to construct positive and negative training examples according to the tracking results, and then to train a similarity function for data association...
Online-learning is able to utilize features based on the status and the history of the target. However, there are no ground truth annotations available for supervision. So the method is likely to learn from incorrect training examples if there are errors in the tracking results, and these errors can be accumulated and result in tracking drift.

In this work, we formulate the online multi-object tracking problem (MOT in the online mode) as decision making in Markov Decision Processes (MDPs), where the lifetime of an object is modeled with a MDP, and multiple MDPs are assembled for multi-object tracking (Fig. 1). In our framework, learning a similarity function for data association is equivalent to learning a policy for the MDP. The policy learning is approached in a reinforcement learning fashion which benefits from advantages of both offline-learning and online-learning in data association. First, learning in our method is conducted offline so as to utilize supervision from ground truth trajectories. Second, learning in our method takes place while tracking objects in training sequences, so the MDP is able to make the decision based on both the current status and the history of the target. Specifically, given the ground truth trajectory of a target and an initial similarity function, the MDP attempts to track the target and collects feedback from the ground truth. According to the feedback, the MDP updates the similarity function to improve tracking. The similarity function is updated only when the MDP makes a mistake in data association, which enables us to collect hard training examples to learn the similarity function. Finally, training is finished when the MDP can successfully track the target.

In addition to the advantages of our learning strategy, our framework can naturally handle the birth/death and appearance/disappearance of targets by treating them as state transitions in the MDP. Our method also benefits from the strengths of online single object tracking methods [3, 15, 16, 5], where we learn and update an appearance model for a target online in order to handle object detection failures. We conduct experiments on the recently introduced benchmark for multi-object tracking [24]. Our extensive system analysis and comparison with the state-of-the-art tracking methods on the MOT benchmark demonstrate the superiority of our method.

2. Related Work

Multi-Object Tracking. Recent research in MOT has focused on the tracking-by-detection principal, where the main challenge is the data association problem in linking object detections. Majority of the batch methods ([43, 25, 31, 7, 36, 11, 27]) formulates MOT as a global optimization problem in a graph-based representation, while online methods solve the data association problem either probabilistically [33, 19, 32] or determinatively (e.g., Hungarian algorithm [29] in [20, 4] or greedy association [10]). A core component in any data association algorithm is a similarity function between objects. Both batch methods [25, 22] and online methods [38, 20, 4] have explored the idea of learning to track, where the goal is to learn a similarity function for data association from training data. Our main contribution in this work is a novel reinforcement learning algorithm for data association in online MOT.

Online Single Object Tracking. In single object tracking, the state-of-the-art trackers [3, 15, 16, 5, 41, 39, 34, 40] focus on how to learn a strong appearance model of the target online and use it for tracking. It is non-trivial to apply these trackers to MOT since they are not able to handle the entering/exiting of objects from the scene. The initial location of the target needs to be specified before the tracking starts, and they assume that the target exists in the whole video sequence. Additionally, online single object trackers are likely to drift if the appearance of the target changes significantly. Another contribution of our work is that by modeling the lifetime of an object with a MDP, we are able to take the advantages of existing online single object trackers to facilitate MOT, while overcoming their limitations by using object detection as additional cues.

MDP in Vision. Markov decision processes [6] have been applied to different computer vision tasks, such as feature selection for recognition [35, 17], human activity forecasting [21], video game playing [28] and human-machine collaboration [37]. MDP is suitable for dynamic environments where an agent needs to perform certain tasks by making decisions and executing actions sequentially. In our framework, we consider a single object tracker to be an agent in MDP, whose task is to track the target. Then we learn a good policy for the MDP with reinforcement learning, and employ multiple MDPs to track multiple targets.

3. Online Multi-Object Tracking Framework

In Sec. 3.1 and Sec. 3.2, we introduce our Markov decision process formulation in modeling the lifetime of a single target in object tracking, then we present our method using multiple MDPs for online multi-object tracking in Sec. 3.3.

3.1. Markov Decision Process

In our framework, the lifetime of a target is modeled with a Markov Decision Process (MDP). The MDP consists of the tuple \((\mathcal{S}, \mathcal{A}, T(\cdot), R(\cdot))\):

- The target state \(s \in \mathcal{S}\) encodes the status of the target.
- The action \(a \in \mathcal{A}\) which can be performed to a target.
- The state transition function \(T : \mathcal{S} \times \mathcal{A} \mapsto \mathcal{S}\) describes the effect of each action in each state.
- The real-valued reward function \(R : \mathcal{S} \times \mathcal{A} \mapsto \mathbb{R}\) defines the immediate reward received after executing action \(a\) to state \(s\).
States. We partition the state space in the target MDP into four subspaces, i.e., $S = S_{\text{Active}} \cup S_{\text{Tracked}} \cup S_{\text{Lost}} \cup S_{\text{Inactive}}$, where each subspace contains infinity number of states which encode the information of the target depending on the feature representation, such as appearance, location, size and history of the target. Fig. 2 illustrates the transitions between the four subspaces. “Active” is the initial state for any target. Whenever an object is detected by the object detector, it enters an “Active” state. An active target can transition to “Tracked” or "Inactive". Ideally, a true positive from object detector should transition to a “Tracked” state, while a false alarm should enter an “Inactive” state. A tracked target can keep tracked, or transition to “Lost" if the target is lost due to some reason, such as occlusion, or disappearance from the field of view of the camera. Likewise, a lost target can stay as lost, or go back to “Tracked" if it appears again, or transition to “Inactive" if it has been lost for a sufficiently long time. Finally, “Inactive” is the terminal state for any target, i.e., an inactive target stays as inactive forever.

Actions and Transition Function. Seven possible transitions are designed between the states of a target, which correspond to seven actions in our target MDP. Fig. 2 illustrate these transitions and actions. In the MDP, all the actions are deterministic, i.e., given the current state and an action, we specify a new state for the target. For example, executing action $a_1$ on a tracked target would transfer the target into a lost state, i.e., $T(s_{\text{Tracked}}, a_1) = s_{\text{Lost}}$.

Reward Function. In our MDP, the reward function is not given but needs to be learned from training data, i.e., an inverse reinforcement learning problem [30], where we use ground truth trajectories of the targets as supervision.

3.2. Policy

In MDP, a policy $\pi$ is a mapping from the state space $S$ to the action space $A$, i.e., $\pi : S \mapsto A$. Given the current state of the target, a policy determines which action to take. Equivalently, the decision making in MDP is performed by following a policy. The goal of policy learning is to find a policy which maximizes the total rewards obtained. In this section, we first describe our policies designed for the Active subspace and the Tracked subspace, then we present a novel reinforcement learning algorithm to learn a good policy for data association in the Lost subspace.

3.2.1 Policy in an Active State

In an Active state $s$, the MDP makes the decision between transferring an object detection into a tracked or inactive target to deal with noisy detections. This decision making can be considered to be a preprocessing step before tracking. Strategies such as non-maximum suppression or thresholding detection scores are usually used. In our implementation, we train a binary Support Vector Machine (SVM) [8] offline to classify a detection into tracked or inactive using a normalized 5D feature vector $\phi_{\text{Active}}(s)$, i.e., 2D coordinates, width, height and score of the detection, where training examples are collected from training video sequences. This is equivalent to learning the reward function in Active:

$$R_{\text{Active}}(s, a) = y(a)(w_{\text{Active}}^T\phi_{\text{Active}}(s) + b_{\text{Active}}),$$

where $(w_{\text{Active}}, b_{\text{Active}})$ defines the hyperplane in SVM, $y(a) = +1$ if action $a = a_1$, and $y(a) = -1$ if $a = a_2$ in Fig. 2. Note that a false alarm from object detector can still be miss-classified and transferred to a tracked state, which will be handled by the MDP in the tracked and lost states.

3.2.2 Policy in a Tracked State

In a Tracked state, the MDP needs to decide whether to keep tracking the target or to transfer it into a lost state. As long as the target is not occluded and is in the camera’s field of view, we should keep tracking it. Otherwise, it should be marked as lost. This decision making is related to the goal of single object tracking in the literature [3, 15, 16, 5]. Inspired by these works, we build an appearance model for the target online and use it to track the target. If the appearance model is able to successfully track the target in the next video frame, the MDP leaves the target in a tracked state. Otherwise, the target is transferred to a lost state. Our framework is general to utilize different approaches in building the appearance model. We describe our implementation based on the TLD tracker [16] in this work.

Template Representation. The appearance of the target is simply represented by a template that is an image patch of the target in a video frame. Whenever an object detection is transferred to a tracked target, we initialize the target template with the detection bounding box. Fig. 3(a) illustrates a template for a pedestrian. When the target is being tracked, the MDP collects its templates in the tracked frames to represent the history of the target, which will be used in the lost state for decision making.
Template Tracking. In order to use the target template for tracking, we compute an optical flow from densely and uniformly sampled points inside the template to a new video frame. Specifically, given a point \( u = (u_x, u_y) \) on the target template \( I \), we find its corresponding location \( v = u + d = (u_x + d_x, u_y + d_y) \) in the new frame \( J \) using the iterative Lucas-Kanade method with pyramids [9], where \( d = (d_x, d_y) \) is the optical flow at \( u \). After computing the optical flow of all the sampled points, we use the Forward-Backward (FB) error defined in [16] to measure how stable the prediction is. Given the prediction \( v \) of point \( u \) on the target template, we can compute the backward flow of point \( v \) to the target template and obtain a new prediction \( u' \). If the optical flow is stable, \( u \) and \( u' \) should be close to each other. So FB error of a point is defined as the Euclidean distance between the original point and the forward-backward prediction:

\[
e(u) = \|u - u'\|^2,
\]

and the stability of the tracking is measured using the median of the FB errors of all sampled points:

\[
e_{\text{medFB}} = \text{median}\{e(u_i)\}_{i=1}^n
\]

where \( n \) is the number of points. If \( e_{\text{medFB}} \) is larger than some threshold, the tracking is considered to be unstable. Moreover, after filtering out unstable matches whose FB error is larger than the threshold, we can predict a bounding box for the target using the remaining matches, which is treated as the new location of the target. Fig. 3 (b) and (c) illustrate the optical flow in a stable case and an unstable case respectively. As we can see, the quality of the optical flow is an important cue to decide whether to keep tracking the target or not.

However, it is risky to make the decision based on optical flow only. Because the tracked target can be a false alarm from the object detector (see Sec. 3.2.1), whose appearance may not change, such as a detection on the background of the scene. In this case, the optical flow tracker will keep tracking the false alarm. To handle this case, we resort to the object detector. The intuition is that a false alarm cannot be consistently detected. If a tracked target does not encounter object detections for a while, it is likely to be a false alarm. So we examine the history of the target, and compute the bounding box overlap \( o(t_k, D_k) \) between the target \( t_k \) in \( k \) frames before and the corresponding detections \( D_k \). Then we compute the mean bounding box overlap for the past \( K \) tracked frames \( o_{\text{mean}} = \text{mean}\{(o(t_k, D_k))_{k=1}^K\} \).

Another metric to make the decision. Finally, we define the reward function in a tracked state \( s \) with feature representation \( \phi_{\text{Tracked}}(s) = (e_{\text{medFB}}, o_{\text{mean}}) \) as

\[
R_{\text{Tracked}}(s, a) = \begin{cases} y(a), & \text{if } e_{\text{medFB}} < e_0 \text{ and } o_{\text{mean}} > o_0 \\ -y(a), & \text{otherwise}, \end{cases}
\]

where \( e_0 \) and \( o_0 \) are specified thresholds, \( y(a) = +1 \) if action \( a = a_3 \), and \( y(a) = -1 \) if \( a = a_4 \) in Fig. 2. So the MDP keeps the target in a tracked state if \( e_{\text{medFB}} \) is smaller but \( o_{\text{mean}} \) is larger than certain thresholds respectively. Otherwise, the target is transferred to a lost state.

Template Updating. The appearance model of the target needs to be updated in order to accommodate the appearance change. Online tracking methods [3, 15, 16, 5] update the appearance model whenever the tracker tracks the target. As a result, they are likely to accumulate tracking errors during the update, and drift from the target. In our MDP, we adopt a “lazy” updating rule and resort to the object detector in preventing tracking drift. Specifically, the template used in tracking remains unchanged if it is able to track the target. Whenever the template fails to track the target due to appearance change, the MDP transfers the target into a lost state. The “tracking” template is replaced by the associated detection when the target transitions from lost to tracked (Sec. 3.2.3). Meanwhile, we store \( K \) templates as the history of the target being tracked. The “tracking” template is one of the \( K \) templates, but may not be the latest one due to our “lazy” updating rule. These \( K \) templates are used for data association in lost states. So we do not accumulate tracking errors, but reply on the data association to handle the appearance change and continue the tracking.

3.2.3 Policy in a Lost State

In a Lost state, the MDP needs to decide whether to keep the target as lost, transition it to a tracked state, or mark it as inactive. We simply mark a lost target as inactive and terminate the tracking if the target has been lost for more than \( T_{\text{Lost}} \) frames. The challenging case is to make the decision between tracking the target and keeping it as lost. We treat it as a data association problem: in order to transfer a
lost target into a tracked state, the target needs to be associated with one of the detections from the object detector, otherwise, the target is kept as lost.

**Data Association.** Let \( t \) denote a lost target, and \( d \) be an object detection. Our goal is to predict the label \( y \in \{+1, -1\} \) of the pair \((t, d)\) indicating that the target is linked \((y = +1)\) or not linked \((y = -1)\) to the detection. We perform the binary classification using a real-valued linear function \( f(t, d) = w^T \phi(t, d) + b \), where \((w, b)\) are the parameters that control the function, and \( \phi(t, d) \) is the feature vector which captures the similarity between the target and the detection. The decision rule is given by \( y = +1 \) if \( f(t, d) \geq 0 \), otherwise \( y = -1 \). Consequently, the reward function for data association in a lost state \( s \) with feature representation \( \phi_{\text{lost}}(s) = \{\phi(t, d_k)\}_{k=1}^M \) is defined as

\[
R_{\text{lost}}(s, a) = y(a) \left( \max_{k=1}^{M} \left( w^T \phi(t, d_k) + b \right) \right),
\]

where \( y(a) = +1 \) if action \( a = a_6 \), \( y(a) = -1 \) if \( a = a_5 \) in Fig. 2, and \( k \) indexes \( M \) potential detections for association. The task of policy learning in the lost state reduces to learning the parameters \((w, b)\) in the decision function.

**Reinforcement Learning.** We train the binary classifier with reinforcement learning in our MDP. Let \( \mathcal{V} = \{v_i\}_{i=1}^N \) denote a set of video sequences for training, where \( N \) is the number of sequences. Suppose there are \( N \) ground truth targets \( \mathcal{T}_i = \{t_{ij}\}_{j=1}^N \) in video \( v_i \). Our goal is training the MDP to successfully track all these targets. We start training with an initial weights \((w_0, b_0)\) and an empty training set \( \mathcal{S}_0 = \emptyset \) for the binary classifier. Note that whenever the weights of the binary classifier are specified, we have a complete policy for the MDP which takes the action maximizing the reward in a given state. So the training algorithm loops over all the videos and all the targets, follows the current policy of the MDP to track the targets. The binary classifier or the policy is updated only when the MDP makes a mistake in data association. In this case, the MDP takes a different action as indicated by the ground truth trajectory. Suppose the MDP is tracking the \( j \)th target \( t_{ij} \) in video \( v_i \), and on the \( t \)th frame of the video, the MDP is in a lost state. Let’s consider two types of mistakes that can happen. i) The MDP associates the target \( t_{ij} \) to an object detection \( d_k \) which is wrong according to the ground truth, i.e., the target is incorrectly associated to a detection. Then \( \phi(t_{ij}, d_k) \) is added to the training set \( \mathcal{S} \) of the binary classifier as a negative example. ii) The MDP decides not to associate the target to any detection, but the target is visible and correctly detected by a detection \( d_k \) according to the ground truth, i.e., the MDP missed the correct association. Then \( \phi(t_{ij}, d_k) \) is added to the training set as a positive example. After the training set has been augmented, we update the binary classifier by re-training it on the new training set. Specifically, given the current training set \( \mathcal{S}_t = \{\{(\phi(t, d_k), y_k)\}_{k=1}^M \) \), we solve the following soft-margin optimization problem to obtain a max-margin classifier for data association:

\[
\min_{w, b, \xi} \frac{1}{2} ||w||^2 + C \sum_{k=1}^{M} \xi_k
\]

s.t. \( y_k \phi(t_k, d_k) + b \geq 1 - \xi_k, \xi_k \geq 0, \forall k, \)

where \( \xi_k, k = 1, \ldots, M \) are the slack variables, and \( C \) is a regularization parameter. Once the classifier has been updated, we obtain a new policy which is used in the next iteration of the training process. We keep iterating and updating the policy until all the targets are successfully tracked. Algorithm 1 summarizes the policy learning algorithm.

**Feature Representation.** One advantage of our reinforcement learning algorithm is that it is general and enables us to design and utilize features which are based on the status and the history of the target. We describe our design of the feature vector \( \phi(t, d) \) which encodes the similarity between a target \( t \) and a detection \( d \). First of all, the history of the target is represented by \( K \) templates in the past \( K \) video frames when the target is being tracked before it transfers to the lost state. Second, given the object detection \( d \), we compute optical flow from each template to the detection in the same way as described in Sec. 3.2.2 but constrain the destination of the optical flow inside a neighborhood around the bounding box of the detection. Then we measure the quality of the optical flow in different aspects and use these metrics...
as features. Finally, we add features based on the similarity between the bounding boxes of the target and the detection. Table 1 summarizes our feature representation.

### 3.3. Multi-Object Tracking with MDPs

After learning the policy/reward of the MDP, we apply it to the multi-object tracking problem. We dedicate a MDP for each object, and the MDP follows the learned policy to track the object. Given a new input video frame, targets in tracked states are processed first to determine whether they should stay as tracked or transfer to lost states. Then we compute pairwise similarity between lost targets and object detections which are not covered by the tracked targets, where non-maximum suppression based on bounding box overlap is employed to suppress covered detections, and the similarity score is computed by the binary classifier for data association. After that, the similarity scores are used in the Hungarian algorithm [29] to obtain the assignment between detections and lost targets. According to the assignment, lost targets which are linked to some object detections are transferred to tracked states. Otherwise, they stay as lost.

Finally, we initialize a MDP for each object detection which is not covered by any tracked target. Algorithm 2 describes our multi-object tracking algorithm using MDPs in detail. Note that, tracked targets have higher priority than lost targets in tracking, and detections covered by tracked targets are suppressed to reduce ambiguities in data association.

### 4. Experiments

**Datasets.** We test our tracking framework on the recently introduced Multiple Object Tracking Benchmark [24] for people tracking. The MOT Benchmark collects widely used video sequences in the MOT community and some new challenging sequences. These sequences are divided into a training set and a test set each with 11 sequences. Since the annotations of the test set are not released, we separate a validation set of 6 sequences from the 11 training sequences to conduct analysis about our framework. The training and testing splitting for validation and testing is shown in Table 2. Except for AVG-TownCentre in the test set, for each of the other test sequences, there are training sequences which are captured in similar scenario indicated by the naming of the sequences. This property enables us to learn meaningful characteristics from training sequences and use them for testing. The MOT benchmark also provides object detections from the ACF detector [13]. By using the same object detection, we can make a fair comparison between different tracking methods.

**Evaluation Metrics.** We use multiple metrics to evaluate the multiple object tracking performance as suggested by the MOT Benchmark. These include Multiple Object Tracking Accuracy (MOTA) [18], Multiple Object Tracking Precision (MOTP) [18], Mostly Track targets (MT, percentage of ground truth objects who trajectories are covered by the tracking output for at least 80%), Mostly Lost targets (ML, percentage of ground truth objects who trajectories are covered by the tracking output less than 20%), the total number of False Positives (FP), the total number of False Negatives (FN), the total number of ID Switches (IDS), the total number of times a trajectory is Fragmented (Frag), and the number of frameworks processed in one second (Hz).

**4.1. Analysis on Validation Set**

**Impact of the History.** We first investigate the effect of the number of templates used in a lost state for data as-
Table 2. Training and Testing sequences for validation and testing on the MOT Benchmark.

<table>
<thead>
<tr>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>ETH-Bahnhof</td>
<td>ETH-Crossing</td>
</tr>
<tr>
<td>ETH-Sunnyday, ETH-Pedcross2</td>
<td>TUD-Crossing</td>
</tr>
<tr>
<td>ADL-Rundle-6</td>
<td>ADL-Rundle-8, Venice-2</td>
</tr>
<tr>
<td>KITTI-13</td>
<td>KITTI-17</td>
</tr>
</tbody>
</table>

Table 3. Tracking performance in terms of the number of templates on the validation set.

<table>
<thead>
<tr>
<th>K</th>
<th>MOTA</th>
<th>MOTP</th>
<th>MT</th>
<th>ML</th>
<th>FP</th>
<th>FN</th>
<th>IDS</th>
<th>Frag</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>24.7</td>
<td>73.2</td>
<td>10.3</td>
<td>55.1</td>
<td>3.597</td>
<td>13.651</td>
<td>147</td>
<td>303</td>
</tr>
<tr>
<td>2</td>
<td>25.7</td>
<td>73.5</td>
<td>9.8</td>
<td>53.4</td>
<td>3.548</td>
<td>13.485</td>
<td>121</td>
<td>349</td>
</tr>
<tr>
<td>3</td>
<td>23.0</td>
<td>73.6</td>
<td>8.5</td>
<td>56.0</td>
<td>3.327</td>
<td>13.907</td>
<td>134</td>
<td>323</td>
</tr>
<tr>
<td>4</td>
<td>26.3</td>
<td>73.9</td>
<td>9.8</td>
<td>53.8</td>
<td>3.386</td>
<td>13.726</td>
<td>91</td>
<td>300</td>
</tr>
<tr>
<td>5</td>
<td>26.7</td>
<td>73.7</td>
<td>12.0</td>
<td>53.0</td>
<td>3.386</td>
<td>13.415</td>
<td>111</td>
<td>331</td>
</tr>
<tr>
<td>6</td>
<td>19.5</td>
<td>73.7</td>
<td>5.6</td>
<td>68.8</td>
<td>3.393</td>
<td>14.920</td>
<td>269</td>
<td>321</td>
</tr>
<tr>
<td>7</td>
<td>26.1</td>
<td>73.6</td>
<td>10.7</td>
<td>55.6</td>
<td>3.092</td>
<td>13.838</td>
<td>132</td>
<td>306</td>
</tr>
<tr>
<td>8</td>
<td>25.8</td>
<td>73.8</td>
<td>10.7</td>
<td>55.6</td>
<td>3.221</td>
<td>13.785</td>
<td>122</td>
<td>305</td>
</tr>
<tr>
<td>9</td>
<td>26.7</td>
<td>73.3</td>
<td>12.0</td>
<td>51.7</td>
<td>3.290</td>
<td>13.491</td>
<td>133</td>
<td>328</td>
</tr>
<tr>
<td>10</td>
<td>26.6</td>
<td>73.8</td>
<td>9.8</td>
<td>55.1</td>
<td>2.691</td>
<td>14.130</td>
<td>123</td>
<td>276</td>
</tr>
<tr>
<td>11</td>
<td>25.3</td>
<td>73.5</td>
<td>12.0</td>
<td>52.1</td>
<td>3.672</td>
<td>13.436</td>
<td>136</td>
<td>317</td>
</tr>
<tr>
<td>12</td>
<td>24.8</td>
<td>73.4</td>
<td>11.5</td>
<td>55.0</td>
<td>3.672</td>
<td>13.565</td>
<td>139</td>
<td>321</td>
</tr>
</tbody>
</table>

Table 3. Tracking performance in terms of the number of templates on the validation set.

Figure 4. Analysis of our framework on the validation set by disabling different components.

Figure 5. Tracking performance in MOTA with different pairs of training and testing sequences.
association are similarity metrics between targets and detections, which are not designed for specific scenarios. As a result, our method learns the similarity function which can be generalized across different sequences.

4.2. Evaluation on Test Set

After the analysis on the validation set, we perform training with all the training sequences, and test the trained trackers on the test set according to Table 2, where we use 10 templates in data association. We submitted our results to the MOT Benchmark website [2] for evaluation. Table 4 shows our tracking performance on the test set, where we compare our tracker (MDP REinforcement Learning, MDP REL) with the state-of-the-art methods tested on the MOT benchmark. As we can see from Table 4, our tracker improves 7% in MOTA compared with the second best published tracker, and achieves the best performance in terms of mostly tracked and mostly lost targets even though it works in the online mode. The superior performance demonstrates the advantages of our learning to track strategy with MDPs. Fig. 6 shows sampled tracking results on the 11 sequences in the test set (see [1] for the technical report with evaluation on individual test sequences and the tracking videos).

We also evaluated a variation of our tracking method (MDP OFFline Learning, MDP OFL), where we construct training examples to learn the similarity function offline as in the traditional way. In order to use the same features as in MDP REL, we link true positive detections to form trajectory of the target using the ground truth annotations. Positive (Negative) examples are pairs of target and detection that should (not) be linked between adjacent video frames.

We collect 45,005 examples to learn 6 similarity functions according to Table 2, and use them in our MDP framework for testing. As we can see in Table 4, MDP OFL also achieves very competitive performance compared to other methods, which verifies the robustness of our tracking framework. More importantly, MDP REL achieves better performance than offline training by using 1,397 training examples only in our experiments. With 3% of the training data as in offline learning but achieving similar or even better performance, we demonstrate the benefit of our reinforcement learning algorithm for multiple object tracking.

5. Conclusion

We have proposed a novel online multi-object tracking framework based on Markov decision processes, where the lifetime of an object is modeled with a MDP with four sub-spaces of states (Active, Tracked, Lost and Inactive). The state transitions in the MDP naturally handle the birth/death and appearance/disappearance of objects in tracking. A similarity function for data association is learned as part of the MDP policy with reinforcement learning. Our framework is general to be integrated with different techniques in object detection, single object tracking and data association by using them for MDP policy learning. We have tested our implementation of the tracking framework on the challenging MOT Benchmark, which outperforms the state-of-the-art methods tested on the benchmark by notable margins.
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