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Abstract

In this work, we propose a generic scheme to promote

any diffusion-based salient object detection algorithm by

original ways to re-synthesize the diffusion matrix and con-

struct the seed vector. We first make a novel analysis of

the working mechanism of the diffusion matrix, which re-

veals the close relationship between saliency diffusion and

spectral clustering. Following this analysis, we propose to

re-synthesize the diffusion matrix from the most discrimina-

tive eigenvectors after adaptive re-weighting. Further, we

propose to generate the seed vector based on the readily

available diffusion maps, avoiding extra computation for

color-based seed search.

As a particular instance, we use inverse normalized

Laplacian matrix as the original diffusion matrix and pro-

mote the corresponding salient object detection algorithm,

which leads to superior performance as experimentally

demonstrated.

1. Introduction

The aim of saliency detection is to identify the most

salient pixels or regions in a digital image which attract

humans’ first visual attention. Results of saliency detec-

tion can be applied to other computer vision tasks such as

image resizing, thumbnailing, image segmentation and ob-

ject detection. Due to its importance, saliency detection has

received intensive research attention resulting in many re-

cently proposed algorithms.

In the field of saliency detection, two branches have de-

veloped, which are visual saliency detection [4,9,10,12–15,

19,29,34,39,41] and salient object detection [1,5–7,11,16–

18,20–25,27,32,33,35,37,38,40,42]. While the former tries

to predict where the human eye focuses on, the latter aims to

detect the whole salient object in an image. Saliency in both

branches can be computed in a bottom-up fashion using low

level features [1, 6, 7, 9, 10, 12–16, 21, 22, 25, 29, 32–34, 37,

∗Corresponding author.

38, 40–42], in a top-down fashion by training with certain

samples driven by specific tasks [4,17,19,20,23,24,27,39],

or in a way of combining both low level and high level fea-

tures [5, 11, 18, 35]. In this paper, we focus on bottom-up

salient object detection.

Salient object detection algorithms usually generate

bounding boxes, binary foreground and background seg-

mentation,or saliency maps which indicate the saliency like-

lihood of each pixel. Over the past several years, con-

trast based methods [1, 6, 11, 32] significantly promote the

benchmark of salient object detection. However, these

methods usually miss small local salient regions or bring

some outliers such that the resultant saliency maps tend to

be nonuniform. To tackle these problems, diffusion-based

methods [16, 24, 33, 38] use diffusion matrices to propagate

saliency information of seeds to the whole salient object.

While most of them focus on how to generate good seed

vectors, they have made little investigation on how to gen-

erate good diffusion matrices.

In this work, we aim at a generic scheme that promotes

any diffusion-based salient object detection algorithm by

constructing a good diffusion matrix and a good seed vector

at the same time. First of all, we investigate the working

mechanism of the diffusion matrix through eigen-analysis

to find that the final saliency of a node (called focus node)

is equal to a weighted sum of all the non-zero seed saliency

values, with the weights determined by the similarity in dif-

fusion map (see Sec. 2.2) between the corresponding seed

node and the focus node. Further, since the diffusion map is

formed by the eigenvectors and eigenvalues of the diffusion

matrix, the process of saliency diffusion has a close rela-

tionship with spectral clustering. Inspired by the theories of

spectral clustering [26, 31], we propose to re-synthesize the

diffusion matrix using only the most discriminative eigen-

vectors after adaptive re-weighting. Further, with the highly

discriminative diffusion maps at hand, we propose to con-

struct the seed vector based on the correlations between the

non-border nodes, as measured by the similarities between

their diffusion maps, which is time-efficient by avoiding an

extra pass on color-based seed search.
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To the best of our knowledge, we for the first time ex-

plicitly reveal the close relationship between saliency diffu-

sion and spectral clustering and, correspondingly, propose

a generic and systematic scheme to promote any diffusion-

based saliency detection algorithm. As a particular instance,

we in this work use inverse normalized Laplacian matrix as

the original diffusion matrix and promote the corresponding

salient object detection method. As demonstrated by com-

prehensive experiments and analysis, the promotion leads

to superior performance in salient object detection. Finally,

the source code and experimental results of the proposed

scheme are shared for research uses.

2. Diffusion-Based Methods

A diffusion-based salient object detection method usu-

ally segments an image into N superpixels first by an al-

gorithm such as SLIC [2]. Then, it constructs a graph

G = (V,E) with superpixels as nodes vi, 1 ≤ i ≤ N ,

and undirected links between node pairs (vi, vj) as edges

eij , 1 ≤ i, j ≤ N . We make a close-loop graph by connect-

ing the nodes at the four borders of the image to each other

and then connecting each node to the nodes neighboring it

and the nodes sharing common boundaries with its neigh-

boring nodes. Thus, the distance between two nodes close

to two different borders will be shortened by a path through

borders.

The weight wij of the edge eij is defined as

wij = e−
‖vi−vj‖2

σ2 (1)

where vi and vj represent the mean colors of two nodes,

respectively, in the CIE LAB color space, and σ is a con-

stant that controls the strength of the weight. Given G and

its affinity matrix W = [wij ]N×N , the degree matrix D is

defined as D = diag{d11, ..., dNN}, where dii =
∑

j wij .

2.1. Diffusion Matrix and Seed Vector

Diffusion-based methods such as [16,24,38] all share the

similar main formula:

y = A−1s, (2)

where A−1 is the diffusion matrix (also called ranking ma-

trix or propagation matrix), s is the seed vector (or query

vector), and y is the final saliency vector to be computed.

Here s usually contains preliminary saliency information of

a portion of nodes, that is to say, usually s is not complete

and we need to propagate the partial saliency information

in s to the whole salient region along the graph to obtain

the final saliency map [24]. The diffusion matrix A−1 is

designed to fulfill this task.

Different algorithms derive diffusion matrices and seed

vectors in different ways. Work [38] uses inverse Laplacian

matrix L−1 as the diffusion matrix and uses binary back-

ground and foreground indication vectors as the seed vec-

tors in two stages, respectively. Correspondingly, the for-

mula of saliency diffusion is

y =L−1s (3)

where L = D − W . Work [24] computes s by combining

hundreds of saliency features F with learned weight w (s =
Fw), and uses inverse normalized Laplacian matrix L−1

rw

as the diffusion matrix. Correspondingly, the formula of

saliency diffusion is

y =L−1

rws (4)

where Lrw = D−1(D − W ). Work [16] duplicates the

superpixels around the image borders as the virtual back-

ground absorbing nodes, and sets the inner nodes as tran-

sient nodes. Then, the entry of seed vector si = 1 if node

vi is transient node and si = 0 otherwise. Correspondingly,

the formula of saliency diffusion is

y =(I − P )−1s = L−1

rws (5)

where P = D−1W and P is called transition matrix. Note

that Eq. 5 is derived from but not identical to the original

formula in reference [16] and the derivation process is de-

scribed in the supplementary.

According to [26], Lrw is preferable to L for the spectral

clustering since the former often leads to better intra-cluster

coherency and clustering consistency. Therefore, we use

Lrw in this work to explain and demonstrate our proposed

scheme.

2.2. Diffusion Map

Diffusion-based salient objection detection algorithms

(e.g., [16, 24, 38]) usually use a positive semi-definite ma-

trix, A, to define the diffusion matrix. Thus, A can be

decomposed as A = UAΛAUA
T where ΛA is a diagonal

matrix formed from the eigenvalues λAl
, l = 1, 2, . . . , N ,

and the columns of UA are the corresponding eigenvectors

uAl
, l = 1, 2, . . . , N , of A. According to spectral decom-

position theories, each element, ã(i, j), of A−1 can then be

expressed as

ã(i, j) =

N∑

l=1

λ−1

Al
uAl

(i)uAl
(j). (6)

and each entry, yi, of y as

yi =

N∑

j=1

sj

N∑

l=1

λ−1

Al
uAl

(i)uAl
(j)

=

N∑

j=1

sj
〈
ΨAi

,ΨAj

〉
,

(7)
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ΨAi
= [λ

− 1

2

A1
uA1

(i), ..., λ
− 1

2

AN
uAN

(i)] (8)

where 〈·, ·〉 is the inner product operation. According to [8],

ΨAi
is called diffusion map (diffusion map at time t = − 1

2

to be more exactly) at the i-th data point (node).

Based on Eq.s 7 and 8, we make a novel interpretation

of the working mechanism of diffusion-based salient ob-

ject detection: the saliency of a node (called focus node)

is determined by all the seed values in the form of weighted

sum, with each weight determined by diffusion map similar-

ity (measured by inner product) between the corresponding

seed node and the focus node. In other words, seed nodes

having more diffusion map similarity to the focus node will

influence more on the focus node’s saliency. This matches

our intuition that similar (distinct) nodes should in general

have similar (distinct) saliency values. This interpretation

directly leads to our novel ways to re-synthesize the diffu-

sion matrix and construct the seed vector, as detailed in the

following two sections, respectively.

3. Re-Synthesis of Diffusion Matrix

As analyzed in Sec. 2.2, nodes with similar (distinct) dif-

fusion maps tend to obtain similar (distinct) saliency val-

ues according to Eq.s 7 and 8. Therefore, the process of

saliency diffusion is closely related to the clustering of the

nodes based on their diffusion maps. Further, diffusion

maps are derived from the eigenvalues and eigenvectors of

the diffusion matrix, i.e., we from a matrix by putting the

weighted eigenvectors in columns and each row of the ma-

trix gives one node’s diffusion map (see Eq. 8). As such, the

diffusion-map-based clustering is almost identical in form

to the standard spectral clustering of the nodes [26, 31].

According to spectral clustering theories [26, 31], only a

subset of the eigenvectors are the most discriminative, while

the rest are not as discriminative or even cause confusions to

the clustering. Therefore, in order to increase the discrim-

inative power of the diffusion maps, we are motivated to

keep only the most discriminative while discarding the rest

of the eigenvectors. This can be fundamentally achieved by

re-synthesizing the diffusion matrix from the most discrim-

inative eigenvectors, as detailed below.

3.1. Constant Eigenvector

The eigenvalues, λl, and eigenvectors, ul, 1 ≤ l ≤ N , of

Lrw are ordered such that 0 = λ1 ≤ λ2 ≤ . . . ≤ λN with

u1 = 1 [31]. Some works (e.g., [38]) avoid zero eigenval-

ues by approximately setting L̃ = D − 0.99W such that

L̃ is always invertible. Assuming λ̃l and ũl, 1 ≤ l ≤
N , are the corresponding eigenvalues and eigenvectors of

L̃rw = D−1(D−0.99W ), it can be proven that ũl = ul and

λ̃l = 0.99λl + 0.01. Thus, 0.01 = λ̃1 ≤ λ̃2 ≤ . . . ≤ λ̃N

with ũ1 = 1.

Though not zero, λ̃1 = 0.01 is still a small value. As

a result, the constant eigenvector ũ1 with no discriminative

information has a significant influence on the nodes’ dif-

fusion maps and, correspondingly, suppresses other eigen-

vectors and weakens the discriminative power of diffusion

maps. Therefore, our solution is to discard the constant

eigenvector and re-synthesize the diffusion matrix.

3.2. Eigengap

Except u1 that is a constant vector, the more ul (l ∈
[2, N ]) is to the front of the ordered array, the more in-

dicative it usually is for the clustering. For instance, we

visualize in Fig. 1 a leading portion (excluding u1) of the

ordered array of eigenvectors for each of four sample im-

ages. From Fig. 1, we see that, for each sample image, the

first few eigenvectors well indicate node clusters while the

later ones often convey less information about or even con-

fuse the clustering. The key is how to determine the exact

cutting point before which the eigenvectors should be kept

and after which discarded.

In practice, Lrw often exhibits an eigengap, i.e., a few of

its eigenvalues before the eigengap are much smaller than

the rest. Specifically, we denote the eigengap of Lrw as r

and define it as

r = argmax
l

|∆Υl|,

∆Υl = λl − λl−1, l = 2, . . . , N.
(9)

Usually, Eq. 9 is called eigengap heuristic. According

to [26], some leading eigenvectors (except u1) before the

eigengap are usually good cluster indicators which can cap-

ture the data cluster information with good accuracy (as ob-

served in Fig. 1), meanwhile the location of the eigengap

often indicates the right number of data clusters. Further,

the larger the difference between the two successive eigen-

values at the eigengap is, the more important the leading

eigenvectors are, since ul is weighted by λ
− 1

2

l in diffusion

map Ψ (see Eq. 8). Ideally, the eigenvalues before the eigen-

gap are close to zero while the rest are much larger, which

means that the leading eigenvectors (except u1) will domi-

nate the behavior of the diffusion map.

With the eigengap identified, we then keep only the

eigenvectors prior to the eigengap excluding the constant

u1, which are usually the most discriminative ones for the

task of node clustering. It may sometimes happen that r = 2
according to Eq. 9, meaning that all the eigenvectors will be

filtered out. In this case, we assume the position of the sec-

ond largest |∆Υl| as the eigengap.

3.3. Discriminability

In some cases, an eigenvector may only distinguish a tiny

region from the background, e.g., u5 , u6 in the second row

and u6 in the last row of Fig. 1. Usually, these tiny regions
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Figure 1. Visualization of normalized eigenvectors by color cod-

ing. Pixels in each node are assigned a single color and nodes

with similar values in an eigenvector are colored similarly. The

eight columns show the source images (SRC), the corresponding

eigenvectors (u2-u7) and eigenvalue curves (λ), respectively. we

use a white margin between successive eigenvectors to indicate an

eigengap (All the eigenvectors, u2 to u7, are before the eigengap,

if there is no white margin in that row.). Besides, on the eigenvalue

curves, we use red solid segments to indicate the final eigengaps

and a red dash segment to indicate an initial eigengap of r = 2 to

be reset. Ground truth saliency of the source images are shown in

Fig. 4.

are less likely to be the salient regions we search for. Be-

sides, these tiny regions often have been captured by other

leading eigenvectors as well. Therefore, such eigenvectors

have low discriminability and may even worsen the final re-

sults by overemphasizing tiny regions.Therefore, we eval-

uate the discriminability of eigenvector ul by its variance

var(ul), and filter out eigenvectors with variance values be-

low a threshold, v. Specifically, we formulate the discrim-

inability indicator of ul as

dc(ul) =

{
0, var(ul) < v

1, else
,

D̃C = diag{dc(u2), . . . , dc(ur)}

(10)

where D̃C is the matrix with dc values of all the eigen-

vectors as its diagonal elements. When re-synthesizing the

diffusion matrix (see Sec. 3.4), we use D̃C as a weighting

matrix, which equals to selecting each ul by a binary factor

of dc(ul).

3.4. Integration

Finally, discarding u1 and λ1 and using the eigenvec-

tors and eigenvalues prior to the eigengap and the weighting

matrix, D̃C, we re-synthesize the original diffusion matrix,

L−1

rw , to Ã−1 by

Ũ = [u2, . . . , ur];

Λ̃−1 = diag{λ−1

2
, . . . , λ−1

r };

Ã−1 = Ũ Λ̃−1D̃CŨT .

(11)

4. Seed Vector Construction

Other diffusion-based saliency object detection methods

usually generate the seed vector based on low-level features.

Since we already have the highly discriminative diffusion

maps of the re-synthesized diffusion matrix, we propose

to construct our seed vector directly based on them. Be-

sides yielding good accuracy in seed value estimation, this

approach is time-efficient since we avoid an extra pass of

color-based preliminary saliency search.

Specifically, we compute each entry, s̃i, 1 ≤ i ≤ N ,

of the seed vector, s̃, by summing the inner products of its

diffusion map with those of all the m non-border nodes. As-

suming that the non-border nodes are assigned the smallest

indices, we compute s̃ by

s̃i =

m∑

j=1

〈
ΨÃi

,ΨÃj

〉
(12)

or, equivalently,

s̃ = Ã−1x (13)

where s̃ = (s̃1, . . . , s̃N ) and x = (x1, . . . , xN ) with xi = 1
if vi is a non-border node and xi = 0 otherwise. A more in-

depth analysis of the working mechanism of the proposed

seed vector construction method is made in the supplemen-

tary.

5. Combination

We use s̃ as the seed vector and Ã−1 as the diffusion

matrix, and compute the saliency vector y as

y = Ã−1s̃,

= (Ã−1)2x,
(14)

Thereafter, we obtain the saliency map S by assigning the

value of yi to the corresponding node vi, 1 ≤ i ≤ N . The

main steps of the proposed salient object detection algo-

rithm are summarized in Algorithm 1.

6. Experiments and Analysis

6.1. Datasets and Evaluation Methods

Our experiments are conducted on two datasets: the

MSRA10K dataset [6, 7] with 10K images and the ECSSD

dataset [37] with 1K images. Each image in these datasets

is associated with a human-labeled ground truth. In order

to study the performance of saliency detection algorithms,

we adopt prevalently used evaluation protocols including

precision-recall (PR) curves [1], F-measure score which is a

weighted harmonic mean of precision and recall [1], mean

overlap rate (MOR) score [18] and area under ROC curve

(AUC) score [24]. Further, we propose to measure the qual-

ity of a diffusion matrix by constrained optimal seed effi-

ciency (COSE), as described in Sec. 6.4.
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Algorithm 1 Promoted Diffusion-Based Salient Object De-

tection

Input: An image on which to detect the salient object.

1: Segment the input image into superpixels, use the su-

perpixels as nodes, connect border nodes to each other

and connect close nodes to construct a graph G, and

compute its degree matrix D and weight matrix W .

2: Compute Lrw = D−1(D−W ) and its eigenvalues and

eigenvectors.

3: Estimate the eigengap of Lrw by Eq. 9, discard the

first constant eigenvector and the eigenvectors after the

eigengap.

4: Re-weight the remaining eigenvectors by discriminabil-

ity as computed by Eq. 10.

5: Form the re-synthesized diffusion matrix Ã−1 by

Eq. 11 and compute the seed vector s̃ by Eq. 13.

6: Compute the final saliency vector y by Eq. 14.

Output: The saliency vector y representing the saliency

value of each superpixel.

In the experiments, we evaluate different diffusion ma-

trices by visual saliency promotion and constrained optimal

seed efficiency, as detailed in Sec. 6.3 and Sec. 6.4, respec-

tively, and compare different salient object detection algo-

rithms, as detailed in Sec. 6.5. At last, we show in Sec. 6.6

the effects of different steps in the proposed diffusion ma-

trix re-synthesis algorithm.

6.2. Experimental Settings

We empirically choose σ = 10 in Eq. 1 and set v = 300
in Eq. 10. In order to avoid zero eigenvalues, we approx-

imately set L̃rw = D−1(D − 0.99W ) and L̃ = D −
0.99W when comparing diffusion matrices, as done in ref-

erence [38]. However, our diffusion matrix is directly re-

synthesized from Lrw = D−1(D − W ). When compar-

ing with other salient object detection methods in Sec. 6.5,

we further use standard image processing techniques to in-

crease the contrast of the final saliency maps.

6.3. Promotion of Visual Saliency

Visual saliency detection predicts human fixation loca-

tions in an image, which are often indicative of salient ob-

jects around. Therefore, we use the detected visual saliency

as the seed information, and conduct diffusion on it to de-

tect the salient object region in an image. In other words, we

promote a visual saliency detection algorithm by diffusion

for the task of salient object detection.

In this experiment, we use the results of nine visual

saliency detection methods (i.e., IT [15], AIM [4], GB [12],

SR [14], SUN [41], SeR [34], SIM [29], SS [13] and

COV [9]) on the MSRA10K dataset as the seed vectors,

respectively, and compare the saliency detection results be-

fore and after diffusion. For the diffusion, we test three ma-

trices including Ã−1, L̃−1 and L̃−1

rw . The PR curves of the

nine visual saliency detection methods before and after dif-

fusion by Ã−1, L̃−1 and L̃−1

rw are plotted in Fig. 2(a), (b)

and (c), respectively.

Remarkably, as shown in Fig. 2, previous visual saliency

detection methods which usually can not highlight the

whole salient object all get significantly boosted after dif-

fusion with any of Ã−1, L̃−1 and L̃−1

rw . The promotion is

so significant that some promoted methods even outperform

some state-of-the-art salient objection detection methods, as

observed by comparing Fig. 2 and Fig. 3, meaning that, with

a good diffusion matrix, we can fill the performance gap be-

tween two branches of saliency detection methods.

Comparing Fig.s 2(a), 2(b) and 2(c), we observe that

Ã−1 leads to more significant performance promotion and

more consistent promoted performance than L̃−1 and L̃−1

rw ,

demonstrating higher effectiveness and robustness of the re-

synthesized diffusion matrix, Ã−1, in visual saliency pro-

motion.

6.4. Constrained Optimal Seed Efficiency

We prefer a diffusion matrix to use as little query infor-

mation or, equally, as few non-zero seed values to derive as

close saliency to the ground truth as possible. Correspond-

ingly, for a diffusion matrix, we measure the constrained

optimal saliency detection accuracy it may achieve at each

non-zero seed value budget, leading to an constrained opti-

mal seed efficiency curve, as detailed below.

Given the ground truth GT , the diffusion matrix A−1,

we hope to find the optimal seed vector, s, that minimizes

the residual, res, computed by

res = GT −A−1s. (15)

Aiming to reduce the number of non-zero values in s, we

turn the residual minimization to a sparse recovery prob-

lem, to solve which we adapt the algorithm of orthogonal

matching pursuit (OMP) [36], as described in Alg. 2.

As shown in Alg. 2, we adapt the residual computation

to r̃es = GT − bin(A−1s) in Step 4, where bin is the bina-

rization operation since GT is binary; we multiply a factor

GT (j) in Step 1 to ensure that the non-zero seed values are

selected from only the salient region; we solve the nonnega-

tive least-squares problem in step 3 of Alg. 2 to ensure non-

negative elements of s. The adapted OMP will stop when

‖r̃es‖2 is below a threshold, c, or the nonnegative seed val-

ues at the salient region are all selected, as shown in Step 5
of Alg. 2. We see that the optimization process in Alg. 2 is

constrained, e.g., the seeds are selected from only the salient

region, the optimization is conducted in a greedy fashion

and so forth. Although the saliency detection performance

of these resultant seed vectors provides a good reference for
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Figure 2. PR curves of nine visual saliency detection methods before (dash line) and after (solid line) diffusion by (a) Ã−1, (b) L̃−1, and

(c) L̃−1

rw
. The constrained optimal seed efficiency curves for Ã−1, L̃−1 and L̃

−1

rw
on the MSRA10K dataset are shown in (d).

Dataset Protocol PCA GMR MC DSR BMS HS GC RBD Ours

Precision 0.80289 0.89021 0.89063 0.8532 0.83237 0.88492 0.82117 0.87157 0.87807

Recall 0.67817 0.752 0.75455 0.73813 0.72263 0.71551 0.67469 0.79522 0.78882

MSRA10K F-measure 0.7702 0.85399 0.85504 0.82357 0.80419 0.83908 0.78199 0.85267 0.85573

AUC 0.94111 0.94379 0.95074 0.95888 0.92901 0.93264 0.91169 0.95474 0.96358

Overlap 0.57652 0.69254 0.69386 0.65398 0.63533 0.65576 0.59866 0.71582 0.71011

Precision 0.66047 0.76865 0.77004 0.74891 0.70377 0.76924 0.65498 0.72626 0.7376

Recall 0.52427 0.64498 0.65227 0.64544 0.59603 0.53912 0.48608 0.66356 0.68775

ECSSD F-measure 0.62311 0.73608 0.73924 0.72219 0.67559 0.70027 0.60636 0.71076 0.72547

AUC 0.87643 0.89127 0.91113 0.9154 0.86814 0.88534 0.80438 0.8959 0.91663

Overlap 0.39517 0.52335 0.53065 0.51352 0.46533 0.45799 0.39145 0.52522 0.53146

Table 1. Performance statistics of different algorithms on the five protocols and the two datasets. For each dataset and protocol, the top

three results are highlighted in red, blue and green, respectively.

our diffusion matrix evaluation, it should be noted that their

optimal performance is constrained but not absolute.

In order to obtain the constrained optimal seed efficiency

curve over the full range of nonnegative seed value budget,

we set c = 0 in Alg. 2 and, at the i-th (0 ≤ i ≤ 100) iter-

ation, we compute and record the pair of nonnegative seed

percentage, ri, and saliency detection accuracy, ai, accord-

ing to the following formulae:

ri =
100× ‖s‖0
‖GT‖0

%,

ai =
‖GT‖2 − ‖r̃es‖2

‖GT‖2
.

(16)

Based on these (ri, ai) pairs, we can plot the OSE curve of

A−1 on an image.

We substitute Ã−1, L̃−1 and L̃−1

rw into Eq. 15 for A−1,

respectively. For each diffusion matrix, we plot the average

OSE curve over all the images in the MSRA10K dataset,

as shown in Fig. 2(d). From Fig. 2(d), we observe that the

constrained optimal seed efficiency rises sharply at the be-

ginning and levels off at around the nonnegative seed per-

centage of 30%, that Ã−1 exhibits significantly higher aver-

age constrained optimal seed efficiency than L̃−1 and L̃−1

rw ,

and that there is an inherent performance ceiling for each

Algorithm 2 Adapted Orthogonal Matching Pursuit

Input: Dictionary(A−1

N×N ), Signal(GTN×1) and Stop

criterion(c)
Output: Coefficient vector(sN×1) and Residual(res)
Initialize: res = GT , Inds = ∅,

FgInds = arg
i

{GT (i) = 1}

Iteration:

1: ind = argmax
j

{|
〈
res,A−1(:, j)

〉
| · GT (j)}, j ∈

FgInds;

2: Inds = Inds ∪ ind, FgInds = FgInds \ ind;

3: s(Inds) = argmin
s̃≥0

‖GT −A−1(:, Inds)s̃‖2;

4: r̃es = GT − bin(A−1s),
5: if ‖r̃es‖2 ≥ c ∧ FgInds 6= ∅ then

6: Go to 1;

7: end if

diffusion matrix while Ã−1 has the highest one. According

to the last observation, it appears that the performance of

diffusion-based saliency detection is fundamentally deter-

mined by the diffusion matrix, again emphasizing the im-

portance in constructing a good diffusion matrix.
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Figure 4. Visual comparison of previous approaches to our method and ground truth (GT).
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Figure 3. PR curves for all the algorithms on (a) the MSRA10K

dataset [6, 7] and (b) the ECSSD dataset [37].

6.5. Salient Object Detection

We experimentally compare our method(Ours) with

eight other recently proposed ones including PCA [28],

GMR [38], MC [16], DSR [21], BMS [40], HS [37], GC [7]

and RBD [42] on salient object detection. When evaluating

these methods, we either use the results from the original

authors (when available) or run our own implementations.

Note that GMR, MC, DSR, and RBD have been identified

as the top performers on the saliency benchmark study of

work [3]1.

We plot the PR curves of all the nine methods on the

MSRA10K dataset and the ECSSD dataset in Fig.s 3(a)

and 3(b), respectively. Further, we provide the performance

statistics on the five prevalent protocols for all the methods

on the two datasets in Tab. 1. From both Fig. 3 and Tab. 1,

we clearly observe that our proposed method yields top per-

formance.

For visual comparison, we show in Fig. 4 the saliency

1We note that the DFRI method of work [17] achieved the best per-

formance on this study. This, however, is a supervised learning method,

which uses 3,000 out of the 10,000 MSRA10K images for training. In this

work, we only consider unsupervised methods.
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Figure 5. PR curves for diffusion matrices re-synthesized to dif-

ferent steps on the MSRA10K dataset [6, 7].

object detection results by the benchmark methods and our

method on several images in MSRA10K. From Fig. 4, we

observe clearly that our method produces much closer re-

sults to the ground truth than the others. It is worth noting

that, of the benchmark methods, GMR [38] and MC [16]

are diffusion-based ones while our method produces much

better results than them.

The average running time (without parallel program-

ming) is 0.75s per image on the MSRA10K dataset on a

machine with Intel Core i7 2.2 GHz CPU.

6.6. Effects of Steps in Diffusion Matrix Re
Synthesis

In this section, we demonstrate the effects of separate

steps in the proposed diffusion matrix re-synthesis method

(see Sec. 3), as detailed below.

For each test image, we start from its L̃−1

rw and sequen-

tially obtain Ã−1

1
, Ã−1

2
and Ã−1 when the constant eigen-
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vector is discarded, the eigenvectors after the eigengap are

further filtered out and the discriminability weighting is

finally conducted, respectively. Thereafter, we use L̃−1

rw ,

Ã−1

1
, Ã−1

2
and Ã−1, respectively, as the re-synthesized

diffusion matrix and run our saliency object detection al-

gorithm on the test image. Experimenting on the whole

MSRA10K dataset [6,7], we obtain the PR curves for L̃−1

rw ,

Ã−1

1
, Ã−1

2
and Ã−1, as plotted in Fig. 5.

From Fig. 5, we observe that discarding the constant

eigenvector (Ã−1

1
) clearly boosts the performance of L̃−1

rw ,

the eigengap-based eigenvector filtering (Ã−1

2
) further im-

proves the performance, especially in precision, and the fi-

nal incorporation of discriminability (Ã−1) leads to the top

performance.

7. Conclusions

In this work, we make a novel analysis of the working

mechanism of the diffusion-based salient object detection.

Through analysis, we find that the saliency of each node is

formed by a weighted sum of all the seeds’ saliency val-

ues, with the weights determined by the diffusion map sim-

ilarities between the nodes. In order to increase the dis-

criminative power of the diffusion maps, we keep only the

most dominant eigenvectors and use them (after adaptive re-

weighting) to re-synthesize the diffusion matrix. Further,

we construct the seed vector based on the correlations of

diffusion maps between the non-border nodes, taking ad-

vantage of the diffusion maps’ discriminative power while

saving extra computation for color-based seed search.

The proposed scheme is a generic one which can be used

to promote any diffusion-based saliency object detection al-

gorithm. As a particular instance, we use inverse normal-

ized Laplacian matrix, L−1

rw , as the original diffusion ma-

trix and promote the corresponding saliency detection algo-

rithm. Experiments show that the promoted diffusion ma-

trix is superior in both visual saliency promotion and con-

strained optimal seed efficiency, and the promoted salient

object detection method advances the state of the art.

There are known limitations of spectral clustering [30],

such as sensitivity of the eigenvectors to the scale parameter

value σ2 in Eq. 1. Various approaches have been proposed

in the literature to overcome these problems. These should,

in principle, be applicable to the saliency problem. We in-

tend to investigate this in the future.
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