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Abstract

Person re-identification is an open and challenging prob-

lem in computer vision. Existing re-identification ap-

proaches focus on optimal methods for features matching

(e.g., metric learning approaches) or study the inter-camera

transformations of such features. These methods hardly

ever pay attention to the problem of visual ambiguities

shared between the first ranks. In this paper, we focus on

such a problem and introduce an unsupervised ranking op-

timization approach based on discriminant context informa-

tion analysis. The proposed approach refines a given ini-

tial ranking by removing the visual ambiguities common to

first ranks. This is achieved by analyzing their content and

context information. Extensive experiments on three pub-

licly available benchmark datasets and different baseline

methods have been conducted. Results demonstrate a re-

markable improvement in the first positions of the ranking.

Regardless of the selected dataset, state-of-the-art methods

are strongly outperformed by our method.

1. Introduction

Person re-identification is the problem of re-associating

a same person moving between the disjoint Fields-of-View

of a wide area camera network. Due to the inherent chal-

lenges present in a multi-camera setting, the person re-

identification is still an open problem. In particular, when a

person is sensed by the different viewpoints of disjoint cam-

eras, his/her appearance undergoes significant illumination

and color variations as well as pose changes. The non-rigid

shape of the human body, as well as background clutter, in-

troduce additional challenges.

In the recent past, the research community endeavored

to overcome the aforementioned issues by proposing differ-

ent methods based on: (i) discriminative signatures exploit-

ing multiple local and global features [39, 22, 25, 24] to

Figure 1: Typical cumulative matching characteristics

(CMC) curve achieved by re-identification approaches. In

the background, a bar-chart indicates the number of true

matches for each rank. In the first ranks the matched per-

sons share visual ambiguities, while higher ones have visual

disparities.

compute the persons representations. These representations

have been combined with reference sets [3], patch match-

ing strategies [42, 28], saliency learning [36] and joint at-

tributes [16]; (ii) feature transformations addressing the re-

identification problem by finding the transformation func-

tions that affect the visual features acquired by disjoint cam-

eras [44, 27]. In [14], a unique brightness transfer function

(BTF) computed between features was used to match per-

sons across camera pairs. Recent works [26, 44, 7] also con-

sidered that the transformation is not unique and it depends

on several factors; (iii) metric learning where approaches

still rely on particular features but also advantage of a train-

ing phase to learn distances used to compute the match in

a different feature space [26, 35]. In [6], a metric learning

framework which minimizes the distance between features

of pairs of true matches, while maximizing the same be-

tween pairs of wrong matches. Performance were improved

by learning a relaxed Mahalanobis metric [12], by consider-
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ing multiple metrics [29] in a transfer learning set up [19],

or by relying on equivalence constraints [35].

Despite all such efforts, the currently achieved perfor-

mance are not satisfactory and sufficient to provide systems

able to autonomously solve the re-identification problem.

Indeed, the re-identification problem is usually cast as a

ranking problem whose results need the final judgment of

the end user. The majority of the works proposed so far

assume that the provided ranking list is optimal and it is

suitable for end user inspection. It is our believe that such

a ranking is not the optimal one for the task and it is just a

first step to remove the majority of the possible mismatches.

Thus, additional inspections on the ranking can be applied

to refine the output. The current work is based on the idea

that any ranking can carry useful information to increase the

position of the true match.

In Figure 1 first ranks share images with visual ambigu-

ities, while higher ones have visual disparities [23]. The

visual disparities, introduced by variations in viewpoints,

pose, illumination changes, etc., induce current methods

to assign a high rank to true match. When the visual dis-

parities are not significantly affecting the visual appearance

of the true match, this is usually located in the first ranks.

However, it is often the case that persons in such first ranks

share a similar visual appearance (i.e., visual ambiguities)

and existing methods have not collected enough ability to

precisely locate the true match among these. This motivates

a study of the visual ambiguities occurring at first ranks so

as discriminative information can be used to improve the

true match rank.

The proposed discriminant context information analysis

builds upon such motivation and introduces an unsupervised

post-ranking framework able to increase the true matches in

the first ranks. Since the approach is specifically designed

to focus on visual ambiguities, it is assumed that the true

match is located in the first ranks. The main goal is to find

the visual ambiguities in a ranking and remove them. For

such a purpose, the concepts of content and context infor-

mation carried by the initial ranking are taken from [17]. In

our formulation, the content information is given by the fea-

tures belonging to the gallery persons that have low dissimi-

larity with respect to the probe (i.e., the correlated matches).

While, the context information is given by the features ex-

tracted from gallery persons that have low dissimilarity with

both the probe and a correlated match. In this way, con-

tent and context information lead to extract the global ap-

pearance shared by the probe and the correlated matches,

thus the visual ambiguities. Then, this is removed before

re-ranking. We named such a framework discriminant con-

text information analysis (DCIA).

2. Related Work

Post-ranking methods for person re-identification is a

relatively unexplored area. Earliest works following the

post-ranking approach exploited ranking SVMs [34], boost-

ing techniques for feature selection [10] or additional cues

coming from soft biometrics [2]. Ranked lists computed

for multiple probe persons were exploited to refine a single

probe ranking [30]. Therefore, the approach works only

if additional rankings (minimum 3 or 4) besides the one

obtained for the current probe are available. Bidirectional

ranking [17] and a saliency-based matching scheme [4]

were also introduced. In the former case, first direction is

usual ranking of the probe with the gallery. Second direc-

tion is the ranking obtained by matching each gallery with

the probe and the rest of the gallery. Hence, differently from

our approach, the whole gallery for post-ranking is consid-

ered, and no focus is placed on the visual ambiguities shared

between first ranks. In the latter, the saliency similarity is

computed between the probe and the gallery only, not be-

tween galleries themselves. Such similarities are adopted to

revise the initial ranking within a local gallery window.

The post-ranking optimization was also studied by in-

cluding human feedback in the loop. The end user had to

identify both similar and dissimilar samples [1, 37], to pro-

vide relative feedback [31], or to select a single strong neg-

ative feedback to refine the ranking [23] in the deployment

stage. In contrast to all such methods, we propose a single-

shot approach that does not require human intervention.

A slightly different approach was recently introduced

in [22], where an iterative extension to sparse discriminative

classifiers was adopted to ensure that the best candidates are

ranked at each iteration. However, such method did not di-

rectly consider the content and the context similarities of

ranked individuals. It cast the problem by analyzing the

reconstruction error and by partially ranking the gallery in

terms of similarity to the probe.

Two main differences between the proposed approach

and all such existing works can be highlighted: (i) there

is no human neither in the training nor in the deployment

loops; (ii) most importantly, the proposed approach is the

only one studying the visual ambiguities shared between

first ranks to improve re-identification performance, thus re-

ranking is performed on a subset of the gallery.

3. Our Approach

3.1. Overview

The proposed re-identification architecture is shown in

Figure 2. It consists of three main modules: ranking com-

putation, re-ranking training and re-ranking computation.

The ranking computation module resembles common re-

identification pipelines and defines the basis for our ap-

proach. Let T be the set of training image pairs (IATr, I
B
Tr)

acquired by disjoint cameras A and B. To model the ap-

pearance of each image a feature vector x ∈ R
d is extracted.

The set of corresponding pairs of feature vectors, here de-

noted as {xA
Tr,x

B
Tr}, is used to learn the model parameters

LxBxA of a classifier/metric that distinguishes between pos-
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Figure 2: Overview of the proposed person re-identification system consisting of three modules: ranking computation, re-

ranking training and post-ranking optimisation.

itive and negative pairs. Then, these are used to compute the

distance between a test probe x
A and every gallery feature

vector xB . This yields to the initial ranking RRR for the set

{xA,xB}.

The purpose of the re-ranking training module is to

learn the parameters of a classifier/metric by exploiting the

discriminative persons’ details identified by analyzing the

given training ranking. The first step is to compute the

training rankings RRRTr. This is accomplished by comput-

ing the distance between each pair in the training set fea-

ture vectors {xA
Tr,x

B
Tr} using the classifier/metric parame-

ters LxBxA . Then, the information carried by RRRTr is ex-

ploited by the discriminant context information analysis to

transform the feature vector set {xA
Tr,x

B
Tr}. The obtained

transformed feature vector set {x∗A
Tr ,x

∗B
Tr } contains the dis-

criminative persons’ details. Finally, the classifier/metric

parameters L∗
xBxA are learned to compute the distance for

the re-ranking of the set {x∗A
Tr ,x

∗B
Tr }.

In the test phase, the re-ranking module exploits the

model parameters L∗
xBxA to compute the final ranking

RRR∗. Precisely, given the initial ranking RRR produced by

the ranking computation module on the feature vectors set

{xA,xB}, discriminant context information analysis is ap-

plied. Then, the final ranking is obtained by computing the

distance between each pair in the transformed feature vec-

tor set {x∗A,x∗B} with the learned classifier/metric model

parameters L∗
xBxA .

3.2. Preliminaries and Definitions

Let A = {IAp }
N
p=1 be the set of N probe images and B =

{IBg }
M
g=1 be the set of M gallery images. Given a probe

image I
A
p its initial ranking is defined as Rp = {IBi }

M
i=1

where the gallery images I
B
i are sorted depending on the

dissimilarity to the probe. In other words, d(IBi , I
A
p ) <

d(IBi+1, I
A
p ), where d(·, ·) is a suitable dissimilarity mea-

Figure 3: Selection of the correlated matches. Gallery im-

ages in the first ranks share visual ambiguities with the

probe. The content information threshold ThCORR deter-

mines which gallery images should be included in the cor-

related matches (orange rectangle).

sure 1 and i goes from 1 to M − 1. RRR = {Rp}
N
p=1 denotes

the set of such initial rankings computed for the N probes.

Our aim is to improve the rank of the true match in Rp.

Towards this objective we first select the content informa-

tion for the probe image. The content information is defined

as the set of features extracted from the correlated matches,

i.e., a subset of gallery images Bcn ⊆ B present in the

first ranks and which are likely to share visual ambiguities

with the probe. Then, the context information is computed.

The context information consists of those features extracted

from gallery persons that share visual ambiguities with both

the probe and any correlated match. Content and context

information are exploited to remove the visual ambiguities

encoded in the original feature vectors, thus to obtain the

discriminant feature vectors. These are used to compute the

final ranking R∗
p.

1In the following presentation, the cosine distance applied to the output

of KCCA has been considered.

1307



(a) (b) (c) (d) (e)

Figure 4: Selection of the correlated matches threshold. In (a), ranks and corresponding distances obtained for all the probe

images are shown. In (b), an example of the results obtained by applying K-means clustering algorithm to the distances

between a probe and all the gallery images. In (c), (d), (e) three common behaviors of the distances in the visual ambiguities

region are shown. Blue dashed lines represent the limits of the similar appearances cluster. The correlated matches thresholds

(ThCORR) are drawn in magenta.

3.3. Content Information

Existing methods try to locate the true match in the first

ranking positions out from a large set of possible gallery

matches. As shown in Figure 3, the visual ambiguities bring

false matches in the first ranks, often before the true match.

To study the discriminative information shared among the

first ranked images, we define the content information for a

given probe I
A
p . Before computing the content information,

the set of correlated matches Bcn have to be selected. Ele-

ments in such a set are selected from the top m positions in

the initial ranking Rp which have a matching distance less

than ThCORR.

To select such m correlated matches, we propose a dy-

namic method that does not require ThCORR to be fixed a

priori but let it vary for every probe. Such dynamic method

requires two steps: definition of the visual ambiguities re-

gion and analysis of the distances distribution.

The solution to the first step is inspired by the shape of

the distances vs ranks plots depicted in Figure 4(a). In-

deed, Figure 4(a) shows that there exists a significant trend

among all distance vectors highlighting that: (i) at first

ranks, distances with the probe image increases abruptly,

then flatten (first elbow); (ii) from the first elbow, distances

grow linearly till reaching high ranks, where they finally

start increasing significantly. According to such trend we

have identified three classes of gallery images (see Fig-

ure 4(b)): (i) similar appearance class (Csa) which corre-

spond to gallery images with distances located before the

first elbow; (ii) dissimilar appearance class (Cda) corre-

sponding to gallery images having distances located be-

tween the two elbows and (iii) opposed appearance class

(Coa) which correspond to all the other galleries.

As shown in Figure 4(b), Csa represents gallery im-

ages lying in the visual ambiguities region (first positions

of the ranking). To identify such a cluster, we propose

to use the K-means clustering algorithm as follows. Let

D = {d(IB1 , I
A
p ), . . . , d(I

B
M , IAp )} be the set of distances

used to generate the ranking Rp = {IBi }
M
i=1. Then, the ob-

jective is to divide D in the three clusters Csa, Cda and Coa.

This task is accomplished by minimizing:

argmin
C

KX

i=1

X

d(IBj ,IAp )∈Ci

‖d(IBj , I
A
p )− µi‖

2, j = 1, . . . ,M

(1)

where µi is the mean of the distances within cluster Ci ∈
C and K = 3 corresponds to the number of clusters.

Once the minimization is concluded, Csa is defined by

{d(IB1 , I
A
p ), . . . , d(I

B
k , I

A
p )}, where distances are sorted in

ascending order. Thus, k represents the index of the largest

distance in Csa.

Once the similar appearance images (i.e., the visual am-

biguities region) are detected, the m correlated matches are

selected by analyzing the distribution of the distances in

Csa. Such a process is carried out considering that not all

the gallery images corresponding to distances within Csa

are likely to share visual ambiguities with the probe. In-

deed, as shown in Figure 4(c), (d) and (e) it may happen

that, due to the appearance of the probe image or the ability

of the baseline model, the ranked distances are close to the

centroid but not to each other. As a result large differences

between consecutive rank distances can appear.

We hypothesize that only the gallery images correspond-

ing to distances occurring before the largest gap are relevant

to identify the visual ambiguities. These define a subspace

where visual ambiguities are present, therefore removing

them may help in distinguish the true match from the other

gallery images with similar appearance. Following this

idea, three cases can be identified: (i) the most of gallery

images are considered as correlated matches since the gap

among distances is practically uniform (Figure 4(c)); (ii) a

few gallery images occurring before the largest gap are se-

lected (Figure 4(d)); (iii) only the first gallery image is se-

lected to form the correlated matches (Figure 4(e)). In such

a case, the gallery generally corresponds to the true match.

To locate the largest gap in the visual ambiguities re-

gion, hence to obtain the threshold for correlated matches

selection ThCORR we proceed as follows. Given the set of
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