Abstract

This paper investigates the problem of semi-supervised classification. Unlike previous methods to regularize classifying boundaries with unlabeled data, our method learns a new image representation from all available data (labeled and unlabeled) and performs plain supervised learning with the new feature. In particular, an ensemble of image prototype sets are sampled automatically from the available data, to represent a rich set of visual categories/attributes. Discriminative functions are then learned on these prototype sets, and image are represented by the concatenation of their projected values onto the prototypes (similarities to them) for further classification. Experiments on four standard datasets show three interesting phenomena: (1) our method consistently outperforms previous methods for semi-supervised image classification; (2) our method lets itself combine well with these methods; and (3) our method works well for self-taught image classification where unlabeled data are not coming from the same distribution as labeled ones, but rather from a random collection of images.

1. Introduction

Providing efficient solution to image classification has always been a major focus in computer vision. Most of the classification systems\[3, 17\] heavily rely on manually labeled training data, which is expensive and sometimes impossible to acquire. The scarcity of annotations, combined with the explosion of image data, has shifted focus towards learning with less supervision. As a result, numerous techniques such as semi-supervised learning\[10\], active learning\[12\], transfer learning\[24\], and self-taught learning\[25\] have been developed.

In this paper, we are interested in the problem of semi-supervised learning (SSL) for image classification. The task is to design a method that can make use of unlabeled images, while learning classifiers from labeled ones. Recent research in SSL has obtained some success in solving this problem\[10, 16, 21\]. Most of these methods build themselves upon the local-consistency assumption that data samples with high similarity should share the same label. This assumption allows the geometrical structure of unlabeled data to regularize the classifying functions. While improvements have been reported, these methods share three common drawbacks.

First of all, these methods only exploit the local-consistency assumption in image feature space, and ignore other prior information. Another reasonable assumption - borne out by our results - is that samples with very low similarity are in high probability come from different classes. We call this the exotic-inconsistency assumption, and design a method to exploit it also for SSL. Furthermore, most previous methods design specialized learning algorithms to leverage the structure of unlabeled data\[15, 18\], so users often need to change their learning methods in order to utilize the cheap unlabeled data. This limits the applicability of SSL, as users usually are reluctant to give up their favorite classifiers. Last but not the least, previous methods assume that the unlabeled data are coming from more or less the same distribution as the labeled data. This imposes restrictions as well, as many applications have no prior access to the data to be classified. To overcome these limitations, we depart from the traditional paradigm and propose another route to SSL in this paper. Below, we present our motivations and outline the method.

People learn and generalize object classes well from their characteristics, such as color, texture, and size. We also do so by comparing an object with other objects in the world. This is part of Eleanor Rosch’s prototype theory\[27\], that states that an object’s class is determined by its similarity to prototypes which represent object categories. The theory is suitable for transfer learning\[24\], where labeled data of other categories are available. An important question is whether the theory can also be used for SSL, with its huge amount of unlabeled data. Our paper investigates this problem.

To use this paradigm, we first need to create the prototypes automatically from unlabeled data. Based on the local-consistency and the exotic-inconsistency assumptions, it stands to reason that samples along with their closest
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Figure 1. The pipeline of Ensemble Projection (EP). EP consists in unsupervised feature learning (left panel) and plain supervised classification (right panel). For feature learning, we sample an ensemble of $T$ diverse prototype sets from all known images and learn discriminative classifiers on them for the projection functions. Images are then projected using these functions to obtain their new representation. For classification, we train plain classifiers on labeled images with the learned features to classify the unlabeled ones.

neighbors can be “good” prototypes (defining one visual category/attribute), and far apart such prototypes can play the role of different categories. According to this observation, we design a method to sample the prototype set from all available data. Discriminative learning is then used, logistic regression in our implementation, to learn projection functions tuned to the prototypes. Images are linked to the prototypes via their projection values (classification scores). Since information carried by one single prototype set is limited and can be noisy, we borrow ideas from ensemble learning [26] to create an ensemble of diverse prototype sets, which in turn leads to an ensemble of projection functions. Images are then represented by the concatenation of their projected values (similarities) to all the image prototypes, in keeping with prototype theory [27]. We call the method Ensemble Projection (EP) and it is illustrated in Fig. [1].

Solving SSL problems this way, EP addresses all the three aforementioned issues: (1) in addition to local-consistency property, it also exploits exotic-inconsistency property; (2) the learned new feature can be fed into any classifiers; and (3) it performs well for self-taught image classification, supported by experiments. Our contributions are: (1) the exotic-inconsistency assumption and solving the SSL task as a feature learning problem; (2) a simple, yet effective way to create an ensemble of diverse prototype sets; (3) experimental verification that our method is superior to competing methods, combines well with them, and is more generally applicable. While we focus in this paper on image classification, our framework is fairly general: the framework can be used for other tasks as well, such as clustering and retrieval. The code of this work is available at http://www.vision.ee.ethz.ch/~daid/EnPro.

The rest of this paper is organized as follows. Sec. 2 reports on related work. Sec. 3 describes our approach, followed by experiments in Sec. 4. Sec. 5 concludes the paper.

2. Related Work

Our method is generally relevant to semi-supervised learning, ensemble learning, and image feature learning.

Semi-supervised Learning. There is a large body of work on semi-supervised learning (SSL) [35]. SSL aims at enhanced learning by exploiting available, unlabeled data. One group of methods is based on label propagation over a graph, where nodes represent data examples and edges reflect their similarities. The optimal labels are those that are maximally consistent with the supervised class labels and the graph structure. Well known examples include Harmonic-Function [34], Local-Global Consistency [33], Manifold Regularization [1], and Engenfunction [10]. While having strong theoretical support, these methods cannot label unseen data. Another group of methods utilize the unlabeled data to regularize the classifying functions – enforcing the boundaries to pass through regions with a low density of data samples. The most notable methods are transductive SVM [13], Semi-supervised SVM [2], and semi-supervised random forest [18]. Readers are referred to [4] for a thorough overview of SSL. For semi-supervised image classification, Guillaumin et al. [11], and Shrivastava et al. [29] presented two methods in the self-supervised manner – unlabeled images with high classification confidence are then included into the training set for the next round of learning. While obtaining promising results, they both require additional supervision [11].
needs image tags and [39] image attributes.

**Ensemble Learning.** Our method learns the representation from an ensemble of prototype sets, thus sharing aspects of ensemble learning (EL). EL builds a committee of base learners, and finds solutions by maximizing the agreement. Popular ensemble methods that have been extended to semi-supervised scenarios are Boosting [15] and Random Forests [18]. However, these methods still differ significantly from ours. They focus on the problem of improving classifiers by using unlabeled data. Our method learns new representations for images using all data available. Thus, it is independent of the classification methods. The reason we use EL is to capture rich visual attributes from a series of prototype sets. Other work close to ours is that of Dai et al [5]. They presented an ensemble partitioning framework for unsupervised image categorization, where weak training sets are sampled to train base learners. The whole dataset is classified by all the base learners in order to obtain a bagged proximity matrix for further clustering. A similar idea was also proposed in Random Ensemble Metric [14], where images are projected to randomly subsampled training categories for supervised distance learning.

**Feature Learning.** Over the past years, a wide spectrum of features, from pixel-level to semantic-level, have been designed and used for different vision tasks. Due to the semantic gap, recent work builds up high-level features, which go beyond single images and are probably impregnated with semantic information. Notable examples are Image Attributes [18], Classemes [30], and Object Ban [19]. While getting pleasing results, these methods all require additional labeled training data, which is exactly what we want to avoid. There have been several attempts [24, 32] to avoid the extra attribute-level supervision, but they still require canonical category-level supervision. Our representation learning is fully unsupervised. The method also shares similarity with Self-taught learning [25], where sparse coding is employed to construct higher-level features using unlabeled data. Both work attempt to leverage the regularities of general visual data to improve image representation.

3. Our Approach

The training data consists of both labeled data $D_l = \{(x_i, y_i)\}_{i=1}^l$ and unlabeled data $D_u = \{x_j\}_{j=l+1}^{l+u}$, where $x_i$ denotes the feature vector of image $i$, $y_i \in \{1, ..., K\}$ is its label, and $K$ is the number of classes. Most previous semi-supervised learning (SSL) methods learn a classifier $\phi : \mathcal{X} \rightarrow \mathcal{Y}$ from $D_l$ with a regulation term learned from $D_u$. Our method learns a new image representation $f$ from all known data $D = D_l \cup D_u$, and train plain classifier $\phi$ on $f$. $f_i$ is a vector of similarities of image $i$ to a series of sampled image prototypes.

Assume that EP learns knowledge from $T$ prototype sets $\mathcal{P}_{i,t} = \{s_i^t\}_{i=1}^r \in \mathcal{P}$, where $s_i^t \in \{1, ..., l + u\}$ is the index of the $i^{th}$ chosen image, $c_i^t \in \{1, ..., r\}$ is the pseudo-label indicating which prototype $s_i^t$ belong to. $r$ is the number of prototypes (analogous to the number of object classes) in $\mathcal{P}$, and $n$ the number of images sampled for each prototype (e.g. $r = 3$ and $n = 3$ in Fig 1). Below, we first present our sampling method of creating a single prototype set $\mathcal{P}$ in the $t$ trial, followed by EP.

3.1. Max-Min Sampling

As stated, we want the prototypes to be inter-distinct and intra-compact, so that each one represents a different visual concept. To this end, we design a 2-step sampling method, termed Max-Min Sampling. The Max step is designed for the inter-distinct property, and the Min-step for the intra-compact one. In particular, we first sample a skeleton of the prototype set, by looking for image candidates that are strongly spread out, i.e. at large distances from each other. We then enrich the skeleton to a prototype set by including the closest neighbors of the skeleton images. The algorithm for creating $\mathcal{P}$ is given in Alg 1. For the skeleton, we randomly sampled $m$ hypotheses – each hypothesis consists of $r$ random sampled images – and keep the one having the largest mutual distance. This simple procedure guarantees that the sampled seed images are far from each other. Once the skeleton is created, the Min-step extends each seed image to an image prototype by introducing its $n$ nearest neighbors (including itself), in order to enrich the characteristics of each image prototype and reduce the risk of introducing noisy images. The pseudo-labels are shared by all images specifying the same prototype. It is worth pointing out that the randomized Max-step may not generate the optimal skeleton. However, it serves its purpose well. For one thing, we do not need the optimal one – we only need the prototypes to be far apart, not farthest apart. Moreover, the randomized step leaves room for randomness so that diverse visual concepts can be captured in different $\mathcal{P}$’s. The $\text{dis}(..)$ in line 5 represents the distance between two visual vectors, $L_1$ distance metric in our implementation.

3.2. Ensemble Projection

We now explore the use of the image prototype sets created in [31] for a new image representation. Because the prototypes are compact in feature space, each of them implicitly defines a visual concept (image attribute). This is especially true when the dataset $D$ is sufficiently large, which is to be expected given the vast numbers of unlabeled images that are available. Since information carried by a single prototype set $\mathcal{P}$ is quite limited, we borrow idea from ensemble learning (EL) to create an ensemble of $T$ such sets.

As we all know, EL benefits from the precision of its base learners and their diversity. For good precision, discriminative learning method is employed as the base learner $\phi_t(\cdot)$:
logistic regression is used in our implementation to project each input image \( x \) to the image prototypes to measure the similarities. For large diversity, randomness is introduced in different trials of Max-Min Sampling to create an ensemble of diverse prototype sets, so that a rich set of image attributes are captured. The vector of all similarities is then concatenated and used as a new image representation \( f \) for the final classification. A plain classifier (e.g., SVMs and boosting) can then be trained on \( D_l \) for our semi-supervised classification, as unlabeled data has already been explored in obtaining \( f \). The whole procedure of EP is presented in Alg. 2. Up to now, the whole pipeline in Fig. 1 has been explained.

### 4. Experiments

**Datasets:** We evaluated our method on four datasets: Scene-15 (S-15) [17], LandUse-21 (L-21) [31], Texture-25 (T-25) [16], and Caltech-101 (C-101) [9]. Scene-15 dataset contains 15 scene categories with both indoor and outdoor environments, 4485 images in total. Each category has 200 to 400 images. LandUse-21 consists of satellite images from 21 categories, 100 images each. Texture-25 dataset contains 25 texture categories, 40 samples each. Caltech-101 contains 101 object categories, 8677 images in total, and each one has 31 to 800 images. Furthermore, we collected a random image collection by sampling 20,000 images randomly from ImageNet dataset [6] to evaluate our method on the task of self-taught image classification. Since the current version of ImageNet has already had 21841 synsets (categories) and more than 14 millions of images in total, the chance is vanishingly small that images of the random image collection and images of the four datasets considered are coming from the same distribution.

**Features:** The following three features were used in our experiments: GIST [23], Pyramid of Histogram of Oriented Gradients (PHOG) [24], and Local Binary Patterns (LBP) [22]. GIST was computed on the rescaled images of 256 \( \times \) 256 pixels, in 4, 8 and 16 orientations at 8 scales. For LBP, the uniform LBP was considered. For LapSVM, we used the scheme suggested by [1]: \( \gamma^* \) was set as the inductive model, 10 in our case, and \( \gamma^* \) was set as \( \frac{\gamma^*}{C+\gamma} = 100\gamma^* \). As to features, while Alg. 1 and Alg. 2 use the same notation \( x \), we used GIST for Alg. 1 and the concatenation of the three features for Alg. 2. This is because

---

**Algorithm 1: Max-Min Sampling in \( t^{th} \) trial**

<table>
<thead>
<tr>
<th>Data: Dataset ( D )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Result:</strong> Prototype set ( P^t )</td>
</tr>
</tbody>
</table>

1. \( \hat{e} = 0 \);  
2. while \( \text{iterations} \leq m \) do  
3. \( \mathcal{V} = \{r \text{ random image indexes}\}; \)  
4. \( e = \sum_{i \in \mathcal{V}} \sum_{j \in \mathcal{V}} \text{dis}(x_i, x_j); \)  
5. if \( e > \hat{e} \) then  
6. \( \hat{e} = e; \)  
7. \( \hat{V} = \mathcal{V}; \)  
8. end  
9. end  
10. for \( i = 1 \) to \( r \) do  
11. \( s^1 = \text{indexes of the } n \text{ nearest neighbors of } \mathcal{V}(i) \text{ in } \mathcal{D}; \)  
12. \( c^1 = \{i, i, \ldots, i\} \in \mathbb{R}^n; \)  
13. end  
14. \( \mathcal{P}^t = \{(s^1, c^1)\}^n_r \); \n
**Algorithm 2: Ensemble Projection**

<table>
<thead>
<tr>
<th>Data: Dataset ( D ), an input image ( x_t )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Result:</strong> Projected representation ( f_t )</td>
</tr>
</tbody>
</table>

1. begin  
2. for \( t = 1 \) to \( T \) do  
3. Sample \( \mathcal{P}^t = \{(s^t, c^t)\}^n_r \) using Alg. 1;  
4. Train classifiers \( \phi^t(x) \in \{1, \ldots, r\} \) on \( \mathcal{P}^t \);  
5. Obtain projection vector: \( f_t^1 = \phi(x); \)  
6. end  
7. \( f_t = (f_t^1)^	op, \ldots, (f_t^T)^	op \);  
8. end

---
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Figure 2. Semi-supervised classification results on the four datasets. The top panel evaluates the performance of our learned features when fed into LR and SVMs. The bottom shows its performance when fed into HF [34] and LapSVM [1]. All methods were tested with two feature inputs: the concatenation of GIST, PHOG, and LBP, and our learned feature from them (indicated by “+ EP”).

<table>
<thead>
<tr>
<th>Methods</th>
<th>S-15</th>
<th>L-21</th>
<th>T-25</th>
<th>C-101</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>38.6 (1.6)</td>
<td>24.2 (1.2)</td>
<td>36.2 (2.5)</td>
<td>14.0 (0.2)</td>
</tr>
<tr>
<td>LR + EP</td>
<td><strong>61.3 (1.9)</strong></td>
<td>41.0 (0.8)</td>
<td>57.9 (2.5)</td>
<td>19.1 (0.4)</td>
</tr>
<tr>
<td>SVMs</td>
<td>36.6 (2.8)</td>
<td>23.1 (1.1)</td>
<td>34.4 (2.1)</td>
<td>12.7 (0.1)</td>
</tr>
<tr>
<td>SVMs + EP</td>
<td><strong>60.8 (2.3)</strong></td>
<td><strong>41.6 (0.6)</strong></td>
<td><strong>58.2 (2.6)</strong></td>
<td>19.9 (0.2)</td>
</tr>
<tr>
<td>HF [34]</td>
<td>37.5 (2.4)</td>
<td>34.8 (1.4)</td>
<td>38.9 (0.6)</td>
<td>14.4 (0.3)</td>
</tr>
<tr>
<td>HF + EP</td>
<td>59.6 (2.0)</td>
<td>37.7 (1.7)</td>
<td>50.9 (2.2)</td>
<td>20.0 (0.4)</td>
</tr>
<tr>
<td>LSVM [1]</td>
<td>37.2 (2.1)</td>
<td>32.4 (1.2)</td>
<td>34.0 (1.2)</td>
<td>15.0 (0.3)</td>
</tr>
<tr>
<td>LSVM + EP</td>
<td>57.1 (2.2)</td>
<td>37.9 (2.0)</td>
<td>51.0 (2.0)</td>
<td><strong>21.0 (0.5)</strong></td>
</tr>
</tbody>
</table>

Table 1. MAP of semi-supervised classification on the four datasets, with 5 training examples per class. All methods were tested with two feature inputs: the concatenation of GIST, PHOG, and LBP, and our learned feature from them (indicated by “+ EP”).

Algorithm 1 needs a low dimensional feature to define neighborhoods, while Algorithm 2 needs a discriminative feature to learn precise projection functions. Experimental set (3) was conducted by providing the same single feature to Algorithm 1 and Algorithm 2. As to the parameters of our method, we used the following for experimental sets (1), and (3)–(5): \( T = 300, r = 30, n = 6, m = 50 \). A wide variety of values for them were tested in experimental set (2). For all the experiments, we perform \( K \) rounds of binary classification, each time taking one class as positive and the rest as negative, as LapSVM only work for two-class cases. Multi-class average precision (MAP) was used as the evaluation criteria: the average precision over all recall values and over all classes.

4.1. Semi-supervised Image Classification

In this section, we evaluate all methods across all datasets for semi-supervised image classification. Different numbers of training images per category were tested: Scene-15 with \( \{1, 2, 5, 10, 20, 50, 100\} \), LandUse-21 with \( \{1, 2, 5, 10, 20, 30, 50\} \), Texture-25 with \( \{1, 2, 5, 10, 15, 20, 30\} \), and Caltech-101 with \( \{1, 2, 5, 10, 15, 20, 30\} \). In all cases, the rest images were taken as unlabeled training data (also used for evaluation). The reported results are the average performance over 5 runs with random labeled-unlabeled splits.

Figure 2 shows all the results and Table 1 lists the results obtained with 5 labeled training images per class. From the top panel of Figure 2, it is easy to observe that the two plain classifiers LR and SVMs working with our feature perform better than the two sophisticated SSL methods LapSVM and Harmonic-Function working with the original feature, while having comparable variance. This suggests that our method can achieve promising results for semi-supervised image classification, even combined with plain classifiers. The advantages can be ascribed to two factors: (1) in addition to the local-consistency assumption, our method also exploits the exotic-inconsistency assumption; (2) the discriminative projections abstract high-level attributes from the sampled prototypes, e.g., owning “yellow-smooth” more than “dark-structured”. As already proven in fully supervised scenarios [34], prototype-linked, attribute-based features are very helpful for image classification. Note that our feature are learned exactly from the original feature, but going beyond one single image.

We further investigate the complementarity of our learned feature and other SSL methods for semi-supervised classification. It is interesting to see from the bottom panel
of Fi2 and Tab1 that combining the two boosts the performance also. This suggests that our scheme of exploiting unlabeled data and the previous ones doing so capture complementary information. The increase is more pronounced for Harmonic-Function (HF) than for LapSVM. This is in line with our intuitive understanding that HF’s underlying technique label propagation on Gaussian Random Fields is more complementary to our technique discriminative learning on image neighborhoods.

### 4.1.1 Robustness Against Parameters

In this section, we examine the influence of the parameters of our method on classification performance. They are the total number of prototype sets \( T \), the number of prototypes in each set \( r \), the number of images in each prototype \( n \), and the number of skeleton hypotheses \( m \) used in Max-Min Sampling. LR was used as the classifier here. The parameters were evaluated in the following way – each time the value of one changes while the others being fixed to the values described in the experimental settings.

Fi3 shows the results over a range of their values. The figure shows that the performance of our method increases pretty fast with \( T \), but then stabilizes quickly. It implies that the method benefits from exploiting more “novel” visual attributes (image prototypes). After \( T \) increases to some threshold (e.g., 50 for the four datasets), the then exploited attributes have already been in, thus stopping boosting the performance much. For \( r \), the figure shows that the performance generally increases with it. This is because a large \( r \) leads to a precise attribute assignment, as a thorough comparison is performed. However, we found that when \( r \) goes over 20, the increase is not worth the computing time. A large \( r \) would lead to confusing attributes, because prototypes may start overlapping with each other. For \( n \), a similar trend was observed – as \( n \) increases, the characteristics of the prototypes are enriched, thus boosting the performance. But beyond some threshold (e.g., 10 in our experiments), more noisy images are introduced, thus degrading the performance. For \( m \), Fi3 shows that an undue large one degrades the performance. This can be explained from the perspective of ensemble learning (EL). EL benefits from the strength of its base learners and their diversity. Too large an \( m \) brings all prototype skeletons close the the optimal one, thus decreasing the diversity of sampled prototype sets.

Although the performance of EP will be affected by the choice of its parameters, we can see from Fi3 that each of the parameters has a wide range of reasonable values to choose from. It is not difficult to choose a set of parameter values that produce better results than competing methods (c.f. Fi3 and Tab1). Also, the parameters are quite intuitive and their roles are similar to the parameters of some principled methods, e.g. analogues of \( m \), \( n \) and \( T \) can be found in RANSAC, \( k \)-NN, and Bagging, respectively.

### 4.1.2 Robustness Against Features

In this section, we elaborate the performance of our method by using different single image features, in order to see its robustness against different feature choices. The LR was
4.1.3 Robustness Against Classifier Models

In this section, we evaluate the robustness of our learned features against classifier models. Different values of the error-margin balancing parameter $C$ were tested for LR and SVMs. 5 labeled training examples per class were used. A set of values $\{0.01, 0.1, 1, 5, 15, 50, 200\}$ were tested for the $C$ of the SVMs and LR. The results of SVMs are not affected by the changes of $C$, probability because SVMs clearly separate the small number of training examples. Thus we only show the results of LR in Fig 6. The figure shows that our feature consistently outperforms the original one over different classifier models. This property is important for SSL, as labeled data is limited and probably cannot accommodate a model selection technique such as Cross-Validation.

4.2. Self-taught Image Classification

In order to evaluate the applicability of our method, we tested it in a more general scenario, where the unlabeled data is the set of 20,000 random images from ImageNet. Projection functions were learned from images in this set plus the labeled training images in corresponding evaluation dataset, and performance was measured on the unlabeled images. Fig 5 shows the classification performance with different numbers of labeled training images per class, and Table 2 lists that when 5 training images per class is used. From the figure and table, it can be found that our learned feature from the random image collection still outperforms the original feature. This property is important for semi-supervised learning, as it is often the case that one has no prior access to the data to be classified. The success could be ascribed to the fact that the “universal visual world” (the random image collection) contains abundant high-level, valuable visual attributes such as “blue and open” in some image clusters and “textured and man-made” in others. Exploiting these “hidden” visual attributes is very beneficial for narrowing down the semantic gap between low-level features and high-level classification tasks.

From the figure, we can also find that as the number of labeled training images increases, the advantage of our learned feature may decrease. It comes without much surprise as the method is designed to improve classification systems by exploiting ‘unknowledgeable’ (unlabeled) data. Therefore, when a sufficient number of labeled images are available, introducing additional unlabeled ones may hurt the system. This is a general, open problem for semi-supervised learning, as it is often the case that one has no prior access to the data to be classified. The success could be ascribed to the fact that the “universal visual world” (the random image collection) contains abundant high-level, valuable visual attributes such as “blue and open” in some image clusters and “textured and man-made” in others. Exploiting these “hidden” visual attributes is very beneficial for narrowing down the semantic gap between low-level features and high-level classification tasks.

5. Conclusion

This paper has tackled the problem of semi-supervised image classification from a novel perspective – rather than regularizing classifying functions like previous methods, we learn a new, high-level image representation. We proposed as novel concept the exotic-inconsistency assumption and designed a simple, yet effective feature learning method to use it along with local-consistency to exploit the avail-
able data. By doing so, images are represented with their affinities to a rich set of discovered image attributes for classification. Extensive experiments showed that our method outperforms competing methods for semi-supervised image classification, combines well with them, and is more generally applicable.
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