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Abstract

Standard cameras suffer from low video quality in high dynamic range scenes. In such scenes, parts of the video are either too dark or too bright. This is because lighting is very unevenly distributed in a high dynamic range scene. A standard camera, which typically has a 10 or 12 bit sensor, cannot capture the information both in dark and bright regions with one exposure. High dynamic range (HDR) imaging addresses this problem by fusing information from multiple exposures and rendering a dynamic range compressed result, which is also called dynamic range enhancement (DRE) or tone mapping. DRE is a challenging problem because human perception of brightness/contrast is quite complex and is highly dependent on image content. We present an embedded real-time HDR video camera system that provides 30fps, 720p/1080p high dynamic range video.

1. Introduction

High dynamic range is critical for various imaging applications such as security cameras, mobile cameras and automobile cameras. Non-HDR cameras take photographs with a limited exposure range, resulting in loss of detail in bright or dark areas. HDR imaging devices may compensate for this loss of detail by capturing two or more images at different exposure levels and combining them to produce an image with a broader tonal range. Merging multiple exposures preserves both the saturated and the shadow regions and thus provides a higher dynamic range than a single exposure. There are several known techniques for generating an HDR image (also referred to as a wide dynamic range (WDR) image) from two or more exposures. In some approaches, the sensor merges multiple exposures using spatial interleaving and provides a native HDR Bayer image with a pixel depth ranging from 12 to 20 bits. In other approaches, the imaging system captures multiple temporally spaced exposures from the sensor and these exposures are merged to form an HDR image in the imaging device. Whether with the native HDR Bayer data or with the imaging device generating the HDR image using temporal merging, tone mapping may need to be performed on the HDR image to permit processing of the HDR image in an imaging pipeline with a lesser pixel bit depth, e.g., 10 -12 bits. Tone mapping essentially compresses the incoming image from 16-20 to 10/12 bits while preserving the content in both the bright and dark regions.

Figure 1. Dynamic range of normal and WDR scenes as a function of light intensity. Lux ratio indicates the ratio of the lighting level in the bright and dark regions of the scene.

Figure 1 shows the ratio of measured light intensity levels between the dark and bright regions in the scene. For normal scenes, this ratio is 1. For WDR scenes, the ratio can be larger than 100, and hence we would need more that 12 bits of information per pixel to preserve the entire dynamic range. In this work, we discuss a real-time HDR video camera system that provides 30fps at HD video resolution. The outlined algorithm is designed such that it achieves real-time performance on a resource constrained embedded platform.

1.1. Related Work

HDR Tone mapping operators (TMO) in literature are mainly classified as global and local operators. A thorough evaluation of the operators is provided in [8]. Our focus in this paper is a real-time algorithm that can run on an embedded platform that is constrained in terms of computation, memory and power. The main requirements of an commercial embedded real-time HDR tone mapping algorithm are the following: a) Single pass over the video frame to obtain the output, b) Optimal DMA transfers c) Algorithm designed in fixed point precision arithmetic thereby being SIMD friendly d) Negligible motion and temporal artifacts such as ghosting, jagged edges, etc. e)
Optimal color and contrast reproduction in the final HDR tone-mapped frame and f) No halos in the bright/dark boundaries. Based on the above stringent requirements, the global operators described in literature can work in real-time systems, but they need manual parameter tuning, while others are automatic [1][7] but cannot run in real-time since they are iterative (more than single pass on the frame). To our knowledge, the local operators [2-5] are hardware unfriendly since they are mostly iterative and require significant hardware resources in terms of memory, computation and power. A few of the operators that are hardware friendly have been implemented on FPGAs [6][9][16], on ARM SoC [17] and GPU [18]. Commercially available solutions include a hardware accelerated software solution [10] and a FPGA based solution [11] that provide good HDR image quality.

The solution we describe in the paper is a complete software solution on a Texas Instruments Davinci media processor [12-13] and achieves real-time performance on high definition frame sizes (720p/1080p).

The paper is organized as follows. Section 2 provides the overall HDR imaging pipe and explains the HDR tone mapping in detail. Embedded implementation is explained in section 3. Results and discussion is covered in section 4. Conclusion and future work are in section 5.

2. Algorithm Description

Input images to the HDR pipeline (shown in Figure 2) are Bayer pattern images. Thus each 2x2 pixels have four color components – a red component denoted as R, a blue component denoted as B, two green components denoted as Gr and Gb. Here we assume that the 16-bit HDR image is provided to us and do not focus on the temporal merging of dual exposures. The defect correction component is configured to correct the values of defective pixels in the HDR image. As is well known, an image sensor may have some number of defective pixels which respond to light exposure differently than other pixels due to factors such as manufacturing faults. This correction is performed using a look-up table (LUT) based technique. The defect corrected image is provided to the black level adjustment block. The black level adjustment block is configured to set sensor black to image black in the HDR image. That is needed because image sensors may record some non-zero value at dark pixel locations. The adjusted HDR image is provided to the noise filter component to remove various sources of noise in an HDR image by averaging similar neighboring pixels. The filtered HDR image is provided to the lens shading correction component. Lens shading is the phenomenon that an image is bright in the center and decreases in brightness towards the edges of the image. Lens shading correction is performed by a gain applied on a per-pixel basis to compensate for any decrease in brightness.

The white balance block is configured to adjust the white pixels in an HDR image to compensate for color differences introduced by light sources, such as the differences between incandescent, fluorescent, natural light sources, XE strobe, and W-LED flash, as well as mixed light conditions. This difference may result in a different color appearance that may be seen, for example, as the bluish appearance of a face or the reddish appearance of the sky. Also, the sensitivity of each color channel varies such that grey or neutral colors may not be represented correctly. The 3A analysis block is configured to collect metrics from the HDR image for auto focus, auto white balance, and auto exposure of subsequent images. The design of 3A for HDR data is an active research topic and not the focus of this work. The tone mapping module is configured to perform a method for local tone mapping on the HDR image and will be explained in detail later. The tone mapped image is provided to the remaining components of the image pipeline for further processing to generate the final HDR image, such as RGB blending, gamma correction, conversion to the YCbCr color space, edge enhancement, contrast enhancement, and/or false chroma suppression.

Figure 2. HDR Pipeline

Figure 3. HDR Tone-Mapping Algorithm
2.1. HDR Tone-Mapping

The HDR tone-mapping algorithm is shown in Figure 3. The luminance image is computed from the input Bayer frame. For example, if the size of the Bayer is 1280x736 (720p), the size of the luminance image is 640x368. This is down-sampled to 320x184 to achieve speedup. We will discuss the embedded implementation in the next section. White point adjustment is then performed on the luminance image and is important due to the wide dynamic range. For example, for 16-bit pixel depth, the dynamic range is [0- 65535] where black is represented 0 and white as 65535. If the values of the white pixels in the image are not close to true white, i.e., 65535, low contrast may result in the tone-mapped image. The white point adjustment can be performed as follows. First, a histogram of the pixel values in the image is computed and the whitest pixel value, e.g., 65500, in the image is determined from the histogram. A small percentage of the white pixels with values closest to the whitest pixel value, e.g., 2-5%, are then saturated to white, i.e., the values of these pixels are changed to 65535. Further, after the saturation process, every pixel in the image is scaled by the gain between the whitest original pixel value and true white. The percentage of the whitest pixels to be saturated is an implementation choice.

2.1.1 Tone Curve Generation

The luminance image is then divided into overlapping blocks and a block mean pixel value is computed for each of the blocks. The block size and the amount of overlap between the blocks is implementation dependent and may be chosen empirically, for example, based on a tradeoff between quality and performance. The block mean pixel value may be computed in any suitable way, e.g., as the average of the pixel values in the block or as a weighted average of the pixel values in the block. If a weighted average is used, the weight for each pixel may be based on the inverse of pixel intensity difference between the center pixel of the block and the pixel. Local tone curves are then computed for each block. These tone curves may be of any suitable length. For simplicity of explanation, the length of each local tone curve is assumed to be 256. The computation of a local tone curve of length 256 is illustrated in Figure 5.

To compute a tone curve for a block, three points on the curve are determined as illustrated in Figure 5B. In this figure, CB is the block mean value, TB = CB + delta_brightness is the target brightness, and LC and RC are, respectively, left and right contrast (i.e., the midpoint between 0 and CB and the midpoint between CB and 255, respectively). The three points of a tone curve for the simple case, LC = 0 and RC = 255 or these can be estimated based on CB and computing the gain values using hermite interpolation which results in a 5-point tone curve. Thus for the simple case, the three points of the local tone curve in the [x, y] format are [0 0], [CB TB] and [255 255] as in the right plot of Figure 5. The 256 points on the tone curve are computed for these three points using band limited interpolation and Hermite polynomials [19]. The left plot in Figure 5 illustrates the determination of the value of the delta_brightness to be added to the block mean pixel value to determine the target brightness TB. In this graph, the x-axis is the block mean value scaled from 16 bits to 8 bits and the y-axis is delta_brightness (gain). As seen from this graph, for scaled block mean pixel values less than the first knee point k1, the delta_brightness is the value of gain1. For scaled block mean pixel values larger than the second knee point k2, the delta_brightness is the value of gain2. For scaled block mean pixel values between the two knee points, the value of delta-brightness is chosen along the gain curve between the two knee points. The determination of delta_brightness values for particular block mean pixel values may be implemented as a lookup table (LUT) of 255 values derived based on the values of k1, k2, gain1, and gain2. The knee points and the gains may have any suitable values, are chosen based on quality preference.

2.1.2 Gain Map Computation

After the local tone curves are constructed for each block, a gain map is computed using the local tone curves and weighted using bilateral interpolation for each pixel since the local tone curves are at the block centers. We chose to calculate the local tone curves for 209 (19 horizontal and 11 vertical) blocks. The resulting gain map contains a gain corresponding to each pixel in the luminance image. The gain G(x,y) for a 16-bit luminance pixel X(x,y) in the luminance image with the value L is computed as

\[
G(x,y) = \frac{L_{out}}{L}
\]

where \( L_{out} \) is computed as a weighted sum of applying the tone curves of the four neighboring blocks having center points closest to \( X(x,y) \) compared to \( L \). The four block centers closest to \( X(x,y) \) are referred to as the upper-left (UL) point, the upper-right (UR) point, the lower-left (LL) point, and the lower-right (LR) point. Figure 4 is an example illustrating the locations of the center points relative to \( X(x,y) \). Each of the small circles in the images is a center point of a block. For odd block sizes, the center point is the center pixel in the block. We provide embedded friendly fixed-point implementation equations below. For even block sizes, the center point is between the four center pixels in the block. More specifically, \( L_{out} \) is computed as follows,

\[
L_{out} = \beta^{UL} L_{out}^{UL} + \beta^{UR} L_{out}^{UR} + \beta^{LL} L_{out}^{LL} + \beta^{LR} L_{out}^{LR}
\]
where \( NN = \{UL, UR, LL, LR\} \) and \( L_{out}^{NN} \) is the result of applying the tone curve of the block containing the nearest neighbors (\( NN \)) with respect to the center point of \( X(x,y) \) and \( \beta^{NN} \) is a weight computed for this result. The value of \( L_{out}^{NN} \) is computed as,

\[
L_{out}^{NN} = \frac{L_{floor}^{NN} W_{cell} + L_{cell}^{NN} W_{floor}}{W_{cell} + W_{floor}}
\]

(3)

where \( L_{floor}^{NN} \) is the tone mapping lookup table for the floor and cell luminance values for set \( NN \) from the current center point of \( X(x,y) \) and \( L_{floor}, L_{cell}, W_{floor} \), and \( W_{cell} \) are computed as follows. The floor and ceiling values of \( L \) are computed as per

\[
L_{floor} = \frac{L}{256} \quad 0 \leq L_{floor} \leq 254 \tag{4}
\]

and the floor and ceiling weights are computed as per

\[
W_{floor} = L - L_{floor} \times 256,
\]

\[
W_{cell} = L_{cell} \times 256 - L
\]

(5)

The value of \( \beta^{NN} \) in equation (2) is computed as follows,

\[
\beta^{NN} = \alpha_{down}^{NN} \alpha_{up}^{NN}; 0 \leq \alpha_{down}^{NN}, \alpha_{up}^{NN} \leq 1
\]

(6)

where \( \alpha_{down}^{NN} \) is a distance weight based on the distance from the \( NN \) pixels with respect to the center point \( X(x,y) \) and \( \alpha_{up}^{NN} \) is an intensity weight based on the difference in intensity between the mean pixel value of the block containing the \( NN \) neighboring center point and current block mean \( L \). This is depicted in Figure 6. Assuming that the block size is odd and the center point is the center pixel of the block, the distance weight \( \alpha_{down}^{NN} \) is computed as follows,

\[
\alpha_{down}^{NN} = \sqrt{(x-x_{NN})^2 + (y-y_{NN})^2}/\lambda
\]

(7)

where \( (x_{NN}, y_{NN}) \) are the coordinates of the \( NN \) with respect to the center point coordinates \( (x,y) \) and \( \lambda \) is a normalization factor to scale the distance weight to be between 0 and 1 inclusive. If the block size is even, the center point is located between the four center pixels of the block, and the distance weight is computed based on the distances from the pixel \( X(x,y) \) to each of these four center pixels. The intensity weight \( \alpha_{up}^{NN} \) is computed as per

\[
\alpha_{up}^{NN} = L_{NN}^{NN} \frac{[L - L_{NN}^{NN}]}{256}
\]

(8)

where \( L_{NN}^{NN} \) is the mean pixel value of the block containing the \( NN \) neighboring center point and the LUT is derived as per the graph similar to the left plot in Figure 5.

Figure 6 are examples illustrating, respectively, the computation of the distance weights and the intensity weights for \( X(x,y) \). Similar to the left plot in Figure 5, the \( x \) axis for \( \alpha_{down}^{NN} \) computation is \( |L - L_{NN}^{NN}| \) and the \( y \)-axis is the intensity weight (gain). As in the earlier case for \( \delta_{brightness} \) computation, for values of \( |L - L_{NN}^{NN}| \) less than the first knee point \( k_1 \), the intensity weight is the value of gain. For values of \( |L - L_{NN}^{NN}| \) larger than the second knee point \( k_2 \), the intensity weight is the value of gain. For values of \( |L - L_{NN}^{NN}| \) between the two knee points, the intensity weight is chosen along the gain curve between the two knee points. The determination of intensity weights for particular values of \( |L - L_{NN}^{NN}| \) may be implemented as a lookup table (LUT) of size 255 values derived based on the values of \( k_1, k_2, \) gain, and gain. The knee points and the gains may have any suitable values, which may be selected empirically. In our case, the values of the knee points and the gains are the same as those used to generate the LUT for determining the value of \( \delta_{brightness} \) for particular block mean pixel values. Since it is a lot of computation overhead to deal with 16-bit pixel values, we use LUT to map them to a smaller range for \( \delta_{brightness} \) and \( \alpha_{up}^{NN} \) computations.

![Figure 4. An example illustrating local tone mapping](image1)

Figure 5. Graphs illustrating generation of local tone curves

Referring again to Figure 3, once the gain map is computed, the gains are applied to the four Bayer channels of the HDR image. To apply the gains, the gain map is up-sampled to the original HDR frame resolution and the gains applied to the four Bayer components of the corresponding pixels in the HDR image. The gains may be applied as per

\[
R_{bayer}(x,y) = G(x,y) R_{bayer}(x,y)
\]

\[
G_{bayer}(x,y) = G(x,y) G_{bayer}(x,y)
\]

(9)
were eliminated using directional filtering after the gain map was up sampled and applied to the Bayer image.

5. Conclusion and Future Work

An embedded real-time HDR video camera solution is discussed. The fixed point solution achieves 30fps at high definition video resolutions (720p/1080p) without compromising on quality. The solution was evaluated using perceptual tests and against commercially available embedded solutions.
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Figure 8. HDR results for HDR light-box scene, a lab scene, a light scene and an outdoor scene. The left column images are the original 16-bit HDR image converted to a 12-bit image without tone mapping and the right column images are the 12-bit image HDR image with local tone mapping applied.
Figure 9. Halo artifacts around bright/dark boundary and jagged edges due to fixed point arithmetic on embedded platforms denoted by arrows in the left column images. The issues are resolved in the right column images.