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Abstract

Nowadays flashes are commonly used in photography:
they bring light and sharpness to images. It is very tempt-
ing to use flash lights in cinema, to take profit of controlled
light as photographers may do. But using flashes with video
recording is not as easy as in photography. Actually, flashes
cause many temporal artifacts in video recordings, espe-
cially with high speed CMOS cameras equipped with elec-
tronic rolling shutters. This paper proposes a video record-
ing method that uses periodic strobbed illumination sources
together with any electronic rolling shutter camera, even
without any synchronization device between the camera and
the controlled lights. The objective is to avoid recording ar-
tifacts by controlling the timings and periods of the flash
lights, and then reconstructing images using rows that cor-
respond to the same flash instant. We will show that our
method can be easily applied to photometric stereo.

1. Introduction

Traditional cameras use a mechanical shutter to block
entering illumination while sliding the chemical film to a
new frame. Most digital cameras use an electronic rolling
shutter as a substitute for the mechanical shutter. Unfor-
tunately, electronic rolling shutters also cause new types
of temporal artifacts, such as skew effect (spatio-temporal
shear in images) or partial exposure lighting (an example of
partial lighting during lightning is shown in figure 1). Some
digital cameras are now equipped with a global electronic
shutter. This technology completely resolves temporal arti-
facts issues caused by electronic rolling shutters. However,
a large number of available cameras (consumer and profes-
sional) are still equipped with an electronic rolling shutter.

LED technology allows flashes to be more sustainable,
cheaper and highly controllable. All those considerations
make more tempting the idea of using flashes in cin-

Figure 1: Partial lighting example: typically happens while
filming lightning. Lightning occurs while recording a video
with an electronic rolling shutter. As the rows of the sensor
integrate light sequentially, the illumination from lightning
is only sensed by one part of the rows (here bottom rows).
As a result, the bottom rows of the image appear brighter
than the upper ones.

ema. Sharpening video images could be useful for post-
production especially in special effects. Sequential record-
ing with a stroboscopic flash is an interesting idea that is al-
ready used in many research projects such as light stage X
[3]. For example the photometric stereo method can benefit
from sequential recording (photometric stereo needs at least
3 separate images with different lightings) at high frame
rate.

Our objective is to bring flashes into the video field, with
the highest frame rate possible. However, cameras with
highest frame rate capabilities are those equipped with an
electronic rolling shutter. These cameras are highly sensi-
tive to partial lighting artifacts. The electronic rolling shut-
ter framework entails a significant time between the reading
of the first and the last row of an image, resulting in artifacts
such as partial exposure.

Figure 2 shows a model of an electronic rolling shutter
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Figure 2: Electronic shutter functioning: a red square rep-
resents the reset of a pixel while a green squares represents
reading times. (a) For a 360◦ shutter value and (b) for a
180◦ shutter value.

of a camera. This model was learned after experiments we
conducted on raw cameras. It describes how an electronic
shutter operates. Each parallelogram depicts the integra-
tion (accumulation of light energy reaching the sensor) of
the rows of an image, a blue row represents the integra-
tion of light by one row of the sensor. A red square rep-
resents a row reset, while a green square corresponds to a
row read. As there is no mechanical shutter, the sensor is
always integrating light. At the beginning the first row is
reset, which means that a new integration cycle starts for
this row. Then, the second row is reset, etc. When the ex-
posure time is up for the first row, the camera reads and
saves the information. Then a reset is performed and a
new cycle begins. This process is performed for all rows,
therefore all rows have the same exposure time. The shutter
value is the ratio of the exposure time to the frame period
multiplied by 360◦ (expressed in degrees). If this ratio is
less than 360◦, then the camera waits for a time equal to
(frameperiod − exposuretime) between read and reset.

An explanation of partial lighting artifact, according to
the electronic rolling shutter model, is described in figure
3. Parallelograms still represent different images taken by
the camera (shutter value is set to 360◦). Yellow rectangles
were added to represent stroboscopic flashes. As the rows
are not read and reset at the same time, a flash of a certain
duration ∆ lights several images. However, depending on
the flash duration ∆ only a subset of rows of an image are
lit by one flash. For the example shown in figure 3 the flash
triggered at T1 lights the top rows of image n, while the
bottom rows of image n are lit by the flash triggered at T2.
As a result, some rows in image n integrate the light of the
flash triggered at T1 and other rows integrate the light of the
flash triggered at T2. This type of artifact will henceforth be
called inter-rows temporal artifact. Figure 3 shows another

temporal artifact. Indeed, the rows of image n between
the two black dotted rows are composed of both lights inte-
grated at T1 and T2. From now on, this type of artifact will
be called intra-rows temporal artifact.

In this paper, we propose a video recordering method
that allows the use of stroboscopic flashes with high speed
electronic shutter cameras while maximizing the output
frame rate. Our method can be used with a shutter value
of 360◦ in a controlled indoor environment such as a
movie studio. Our main contributions are: (1) an acquisi-
tion framework, relying on triggering stroboscopic flashes,
which avoids only intra-rows temporal artifacts, this method
allows the maximum possible frame rate using periodic
flashes, it does not need any synchronization device be-
tween the camera and the flash; (2) a method and a frame-
work, robust to albedo variations, to reconstruct a coherent
sequence from a sequence containing only inter-rows tem-
poral artifacts; (3) an adaptation the of above method to
perform sequential recording with flashes of different du-
rations; (4) a straightforward application of our method to
photometric stereo.

In the following, we first describe the related work on
camera and light synchronization, followed by a descrip-
tion of the theoretical aspects regarding our method. Then,
we provide a framework and algorithms to use our method.
Finally we present some results before concluding. A video
explaining our method and presenting some results of our
experiments can be found in supplementary materials.

2. Related works
Computer vision and Electronic rolling shutter

cameras.
Wilburn et al. [14] used an array of electronic rolling
shutter cameras with precisely timed exposure windows to
perform very high speed recordings. They warped images
from calibrated cameras, by merging scanlines from the
different views into a virtual one to reconstruct very high
speed sequences with no distortion artifacts. Grundmann et
al. [5] presented a calibration free rolling shutter removal
technique based on a novel mixture model of homographies
which faithfully models rolling shutter distortions. This
technique adapts to the camera without any calibration
and is robust to a wide range of scenarios while having an
efficient rate of 5 - 10 frames per second. Magerand et
al. [9] proposed a method to estimate a uniform motion,
using constrained global optimization of a polynomial
objective function, to automatically build robust 2D-3D
correspondences. Magerand and Bartoli [10] proposed a
rolling shutter model capable of handling both global and
uniform rolling shutters.

Stroboscopic Illumination in computer vision.
Theobalt et al. [12] used consumer cameras and strobo-
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Figure 3: (a): Electronic shutter with periodic flashes, the two types of artifacts are shown in this schema. (b): Typical
example of the two artifacts put forward when filming a rolling fan.

scopic illumination to capture high speed motions. In their
experiments, they captured the motion of a hand and a
ball in a baseball pitch. They used several still cameras
with a long exposure time of 1 second and stroboscopic
flashes at 75Hz, which means that a high number of ball
ghosts were visible on the output images. Linz et al. [8]
used stroboscopic flashes to capture multi-exposure images
that allowed to generate intermediate exposure views and
synthetic motion blurs. Furlan et al. [4] patented a method
to use flash lights with an electronic rolling shutter (with no
temporal artifacts). It makes use of a rolling shutter timing
mechanism based on an alterable translucent material in
the optical path of light going to the sensor. Methods based
on photometric stereo [15], such as those described in [7]
and [6], use colored lights to obtain several images (with
different lighting directions) in a single snapshot. Decker
et al. [2] use both colored lights and time multiplexed
images to perform photometric stereo (with more than
3 light directions) on video sequences. This method
resolves low frame rate issues inherent in photometric
stereo applied to video, but suffers from some issues.
For example, the method fails when the spectra of one
of the light sources and the object albedo do not overlap.
Schechner et al. presented a general technique to multiplex
lights. Several lights are turned on at each frame based on
Hadamard patterns. The goal was to rise the intensity of
flashed images, hence reducing the exposure time of the
cameras. Wenger et al. [13] proposed a method to acquire
live-action performance of an actor, allowing lighting and
reflectance to be designed and modified in post-production.
They obtain excellent results, but need a highly controlled
environment and a synchronization device between lights
and cameras.

Electronic shutters and stroboscopic illumination.
Bradley et al. [1] used a controlled illumination to syn-
chronize an array of rolling shutter cameras. The method
consists in triggering flashes, with a high enough period
to avoid any temporal artifact, and reconstructing images

that are integrated in consecutive frames. As the duration
of the flashes is short, the temporal shear of rolling shutter
cameras is also avoided. With their approach the maximum
frame rate is divided by two. It is mentioned that the frame
rate can be rose with more computational effort to explicitly
search for unexposed scanlines that separate the frames.
Unfortunately the authors do not provide any theoretical
nor experimental details.

Discussion
There is no denying that imaging objects under variable
lighting is of foremost importance in computer vision and
image-based rendering. Time-multiplexed illumination
(TMI) is often considered for different applications, as
mentioned above. However, TMI does not tackle the
problem of getting the highest frame rate possible. Several
TMI-based methods make use of stroboscopic illumination
in computer vision, even with electronic rolling shutter
cameras. However, no method focuses on increasing the
frame rate. In this paper, we present a method that allows
TMI (and sequential recording) with high speed electronic
rolling shutter cameras, while maximizing the output frame
rate.

3. The Rolling Flash

First of all, our method consists in removing intra-rows
artifacts, which cannot be removed in a post-processing step
because pixels of the same row integrate light multiple times
which is non-reversible. We then reconstruct a coherent se-
quence combining rows corresponding to the same flash in-
stant. From now on, the time, during which a flash is on,
will be called flash instant. For our experiments we used
a LED illumination system. Average LED response and
falloff time is of the order of 10 nanoseconds. A Full HD
electronic rolling shutter camera approximately reads one
of its rows in 10 microseconds. As the average LED re-
sponse time and falloff time are negligible with respect to
the camera time constants, therefore the illumination can be
considered as perfect square.
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Figure 4: Illustration of the rolling flash method: our
method allows to use flashes with electronic rolling shutter
camera, fixing the stroboscopic period of flash to the sum of
the exposure time ∆e and the flash duration ∆f .

3.1. Avoiding intra-rows artifacts

Our objective is to avoid intra-rows artifacts while maxi-
mizing the frame rate. Our strategy is to increase the period
of stroboscopic flashes. To this end, we set the period Tf of
the stroboscopic flashes as follows:

Tf = ∆f + ∆e, (1)

where ∆f is the flash duration and ∆e the exposure time.
With this formula we prevent a row from integrating light
twice (at two different flash instants), which allows a maxi-
mum frame rate.

An illustration of this method can be seen in figure 4,
each parallelogram represents an image, and each colored
pattern represents rows that have integrated light from the
same flash instant. A flash stops emitting light during the
integration of the nth row of frame k, next the flash starts
Tf = ∆f + ∆e seconds later, which exactly corresponds to
the begining of the nth row of frame k+ 1. Thus, each row
only integrates light from a single flash, at a single flash
instant (which duration is ∆f ). However not all the rows
integrate light for the whole duration ∆f . In a classical
camera model the digital value Nd of a pixel is in direct
relation with the exposure time ∆e, the aperture fs, the ISO
sensitivity S, the calibration parameter Kc of the camera
and the luminance L of the scene [11]:

Nd =

∫
∆e

Kc ×
S

f2
s

× Ldt (2)

L can be approximated to zero when there is no flash, thus
the interval of integration is reduced to the duration of the
flash ∆f :

Nd =

∫
∆f

Kc ×
S

f2
s

× Ldt (3)

In our case of controlled illumination we can suppose L to
be constant for a period ∆f , and so:

Nd = ∆f ×Kc ×
S

f2
s

× L (4)

Flash Flash Flash

Frame n Frame n+ 1

∆f ∆e

n

Figure 5: Detail of rolling flash method: the same flash in-
stant illuminates two camera frames, the rows in grey con-
tain all the information needed to reconstruct a coherent im-
age.

Consequently, if a row integrates light for a duration ∆
shorter than ∆f , its digital value will be lower. Therefore
those rows will appear darker on the resulting image. As the
stroboscopic period of flashes is higher than the exposure
time, the index of darker rows is never the same. On the re-
sulting sequence darker rows roll over the image along con-
secutive frames. That is why we chose to call that method
rolling flash.
Tf is the minimum stroboscopic period that makes pos-

sible to completely avoid intra-rows artifacts, which allows
to maximize the output sequence’s frame rate. Actually, the
output frame rate is:

F =
1

∆f + ∆e
=

1
∆e

1 +
∆f

∆e

(5)

As explained before, our method works with a camera shut-
ter value set to 360◦, which means that the inverse of camera
exposure time 1

∆e
is equal to the camera frame rate Fc:

F = Fc ×
1

1 +
∆f

∆e

(6)

Typically the flash duration is much lower than the expo-
sure time. As an example, if we use a 60Hz camera and a
flash duration of 200µs we obtain an output frame rate of
59.29Hz , which represents a loss of 0.71Hz .

3.2. Reconstructing temporal-coherent rows

Now, we have an acquisition method that allows to avoid
intra-rows temporal artifact. Unfortunately our sequence
still contains inter-rows temporal artifacts. In this subsec-
tion we present a method to obtain a fully coherent sequence
reconstructed from the rows (belonging to two subsequent
captured images) integrating light from a same flash instant.

In figure 5, each row, colored in grey, has integrated light
from the same flash instant. On frame n, the red row delim-
its rows that have integrated light from flash n−1 and rows
that have integrated light from flash n. On frame n+ 1, the
red row delimits rows that have integrated light from flash n
and rows that have integrated light from flash n+1. Here we



are interested in reconstructing a coherent image from flash
n. On frame n and n+ 1 rows in grey integrated light from
flash n. Rows that integrated light for the full flash duration
∆f can be directly used to reconstruct our coherent image
(bottom rows of frame n and top rows of frame n+ 1). The
hatched rows did not integrate for the full duration ∆f . Let
us reconsider the integration equation presented in equation
4 for a pixel N of the nth frame and the ith row that did not
integrate for the full flash duration:

N i
n = (αi ×∆f )×Kc ×

S

f2
s

× L(n), 0 < α < 1 (7)

L(n) is the luminance acquired of the scene illuminated by
flash n. Let δin be the time between the beginning of flash n
and the read of a row i that did not integrate during the full
duration of flash n (δin < ∆f ), then αi is given by:

αi =
δin
∆f

(8)

If we consider that the time of one row read and reset is
negligible compared to flash duration, then the digital value
of the same pixel but in frame n + 1 (which is illuminated
by flash n) is expressed as:

N i
n+1 = ((1− αi)×∆f )×Kc ×

S

f2
s

× L(n) (9)

Consequently the sum of the two digital values is:

N i
n +N i

n+1 = ∆f ×Kc ×
S

f2
s

× L(n), (10)

which is the digital value corresponding to the flash instant
n as if it had been fully integrated in one frame. Thus, to re-
construct those rows, we just need to sum the rows of same
indices in frame n and frame n+ 1.

An example of reconstruction is shown in figure 6. The
rows on the top of frame n integrated light during flash
n − 1, while the rows of the bottom of frame n integrated
light during flash n. As the top rows of frame n + 1 inte-
grated light during flash n, a coherent image can be recon-
structed from the top rows of frame n + 1 and the bottom
rows of frame n. The yellow hatched area on the recon-
structed image represents the rows that have to be recon-
structed as a combination of the same rows from frame n
and n+ 1.

3.3. Flash illuminating 3 frames

As a flash has a non zero duration, and the shutter value
of the camera is 360◦, there is a strong probability for a
flash to illuminate rows of 3 consecutive images. Then the
reconstruction works exactly the same way as explained in
the previous subsection. Indeed, the bottom rows have to

Frame n Frame n+ 1

Image n reconstructed

Image n

Image n

Image n+ 1

Image n− 1

Figure 6: Example of reconstructed image: Image n is re-
constructed from frame n and frame n+ 1.
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Figure 7: Flash illuminating three frames.

be reconstructed from frames n − 1 and n, while the top
rows have to be reconstructed from frames n and n+1. For
simplicity reasons, this issue can be avoided by choosing a
flash duration as follows:

∆f =
∆e

n
, n ∈ N\{0, 1} (11)

With a flash duration δf , being a divisor of the exposure
time ∆e, and a first flash triggered at the beginning of an ex-
posure, the nth flash ends exactly at the end of the exposure
of frame n, which avoids the issue (of a flash illuminating
rows of three frames) from happening. Unfortunately, in
this case a synchronization device between the camera and
the illumination device is needed to trigger the first flash at
the right time.

4. Framework and algorithm
In this section we present the framework and the algo-

rithm we used for our experiments.

4.1. Framework

We designed an electronic device that allows to drive
our LEDs (flashes). A micro controller is used to send
a pulse width modulation to the power stage driving the
LEDs. LED response to current is fast enough to be ne-
glected compared to the camera hardware. We have created



a small interface to rapidly control the micro controller. In
this device the following parameters can be tuned: (1) the
stroboscopic frequency f = 1

Tf
, (2) the duty cycle of a burst

allowing to control the power of the output light, (3) the fre-
quency of a burst (linked to duty cycle), (4) the possibility
to control several flashes with different parameters.

We control the parameters presented above through a
C++ interface linked to the micro controller. The micro con-
troller sends timed pulses width modulation to the power
stage which generates current to the LEDs.

4.2. Reconstruction Algorithm

In this subsection, we propose an algorithm to recon-
struct temporally coherent rows. The main idea of this al-
gorithm is to search for the row with the lowest luminance
energy. A color pixel consists of 3 components (red, blue
and green). For each pixel i the luminance Yi is calculated.
Let N be the number of columns in the image, then the lu-
minance energy of a row n is:

Ln
e =

N−1∑
i=0

Yi (12)

Unfortunately, finding the row with the minimum energy
can be problematic when dealing with noisy images and/or
scenes containing albedo variations. To improve robustness
to albedo variations and noise, we have added a term that
defines a zone in which the row of minimum luminance
energy is excepted. Furthermore, this term drastically re-
duces the search window. The reconstruction algorithm is
described in algorithm 1. This algorithm uses raw images.
The first input image (captured image) is transformed to a
linear gamma image (line 1). Then, the row of that linear
image with the minimum luminance energy is determined
(line 2). This row corresponds to the end of a flash in-
stant and the beginning of the next one. We calculate the
expected index offset between the rows of minimal energy
of two consecutive images (line 3). Given that our shutter
speed is set to 360◦, we can calculate the duration of a row
read as the ratio of the exposure time ∆e to the number of
rows h of the sensor, therefore the index offset o is simply:

o =
∆f

∆e
× h, (13)

where ∆f the flash duration. Then for each image in the
sequence, we proceed as follows. In the current image
CurrentImagel, all the rows with an index lower than
the one of the row with minimal luminance energy are
set to zero (line 9). The index kest of the minimal en-
ergy row for the next frame is estimated by adding (mod-
ulo the image height h) the offset o to the index of the
minimum energy row calculated for the current image (line
10). After that, we compute the index k of the local mini-
mum luminance energy row (in NextImage) around kest

Current Image Next Image

ε
oadj

kest
k ε

ε oadj
kest
k

ε

o

Figure 8: Computing the index k of the minimal luminance
energy row for the current and subsequent images. k is de-
termined within the range [kest − ε, kest + ε]. For our ex-
periments we chose ε = h

100 , h being the height of a frame.

(k ∈ [kest − ε, kest + ε]) and update an adjustment vari-
able oadj which avoids artifacts caused by minor drifts that
could have occurred between the camera capture and the
strobe illumination (line 13). An illustration of the latter
process is given in figure 8. Rows of NextImagel, with
an index higher than the one of the row with minimal lu-
minance energy, are set to zero (line 14). Then the two re-
sulting images are summed (line 15). Finally we transform
the summed image back into the original gamma space (line
16). All those steps are performed for all the images of the
sequence.

Algorithm 1 ReconstructImage(InputVideoSequence M ,
OutputVideoSequence Mo) :

1: FirstImagel = LinearGamma(FirstImage);
2: i = FindRowMinimalEnergy(FirstImagel);
3: o = CalculateOffset(∆e, ∆f , h);
3:
4: CurrentImagel = FirstImagel; // Current Image
5: k = i;
6: kest = i;
7: oadj = 0;
8: for each Image ∈M do
9: CurrentImagel.SetToZeroRows(index ≤ k);
9:

10: kest = kest + o+ oadj (mod h);
11: NextImagel = LinearGamma(NextImage);
12: k = RowMinEnergyAround(NextImagel, kest);
13: oadj = k − kest;
13:
14: NextImagel.SetToZeroRows(index ≥ k);
14:
15: FinalImagel = CurrentImagel +NextImagel;

16: FinalImage =OriginalGamma(FnialImagel);
17: Output(FinalImage);
18: end for
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Figure 9: An illustration of sequential recording: the orig-
inal sequence is shot with a periodically varying illumina-
tion. Each of the blue, red and green frames represent one
illumination in the original sequence. After extraction we
obtain 3 sequences of the same scene, each sequence with a
proper illumination.
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4.3. Sequential recording

The rolling flash method is an efficient way to use peri-
odic flashes with an electronic rolling shutter camera. The
use of high speed cameras originally aimed at performing
sequential recordings. The goal of sequential recordings is
to obtain several sequences of the same scene in a single
shot. As an example, to perform stereo photometry [15]
on a video the same scene is lit with at least 3 different
illuminations. Another example is HDR (High Dynamic
Range) recording which consists in capturing several se-
quences of the same scene with different exposure times.
Usually a stereoscopic rig with two cameras (with aligned
optical axes) is used to capture two sequences of the same
scene with two different exposure times. In our method
the real exposure time (when the sensor is currently inte-
grating light) is completely controlled by the duration of
flashes. Consequently, if consecutive flashes have different
durations and if the frame rate is high enough to neglect
motion in consecutive frames (or if there is a motion es-
timation process as in [13]), our method can be used for
HDR recordings with a single camera. An issue, well ad-
dressed in HDR processing, is the difference of motion blur
in the different sequence acquired (due to different expo-
sure times). So, changing the power (but not the duration)
of the flash between consecutive frames could provide HDR
sequences with the same motion blur. An illustration of
sequential recordings is shown in figure 9, the original se-
quence is shot with varying illuminations. In this example,
three different illuminations are used. Each colored frame

represents an illumination. Three different sequences are
obtained by extracting frames with the same illumination.
The output sequence frame rate is then divided by three,
consequently it is very important to maximize the original
sequence frame rate.

So, recordings with sequential illuminations are feasible
by simply changing the duty cycle of the pulse width mod-
ulation at each illumination. But in order to obtain more
different illuminations, we also need to be able to change
the duration of the flash for each illumination. In figure 10
we show how to use the rolling flash method to perform
sequential recordings with two different illuminations (by
varying ∆f ). Note that the method works with any number
of different illuminations. The following equations can eas-
ily be adapted to three or more illuminations. The idea is
exactly the same, except that the period changes each time
a flash is triggered. Actually, when the ith flash is triggered
with a duration ∆i

f , the time T i+1
f to wait before the next

illumination, to avoid intra-rows temporal artifact, is:

T i+1
f = ∆e + ∆i

f , (14)

where ∆e is the exposure time. Unfortunately the output
frame rate is necessarily lower:

F ≈ Fc ×
1

1 +
∆1

f+∆2
f

2×∆e

, (15)

where ∆1
f and ∆2

f represent the duration of the two different
flashes.

5. Experiment results
For our experiments we used a Sony F65 cinema cam-

era at 60Hz, using its electronic rolling shutter at 360◦. We
shot a rolling fan because its frequency puts forward tem-
poral artifacts due to periodic illumination. Some images
can be found in figure 11, on the first column show the raw
images from the F65 camera, on the second column we can
see those images converted to a linear gamma images. The
last image is a reconstructed image from the two previous
images. There are no more temporal artifacts in the output
image. Video results can be found in additional materials.
We also provide a video resulting from a straightforward
application of our method to photometric stereo. This video
has been captured with an F65 camera at 120Hz and 3 mul-
tiplexed flashlights.

6. Conclusion
We described a model of electronic rolling shutter cam-

era and explained why those types of camera may cause two
types of temporal artifact when using stroboscopic flashes.
We presented a method that allows to use periodic flashes
with these high speed cameras and to remove the two types
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Figure 11: (a): Two conscutive input frames from our experiments, (b): Linear version of the two input frames. (c): Our
reconstruction result with gamma correction

of artifact presented while maximizing the output sequence
frame rate. The method requires a shutter value of 360◦ and
an active illumination setup in an indoor environment. On
the other hand, the method needs a very light setup and does
not require any synchronization device between the cam-
era and the illumination setup. We described an acquisi-
tion framework for timing the stroboscopic illumination and
provided a simple algorithm to reconstruct the output video
frames. We also described an adapted method to perform
sequential recordings with periodic flashes aiming at appli-
cations such as photometric stereo. Experiments have been
conducted to demonstrate the efficiency of our method to
avoid artifacts. Our method relies on flash duration to con-
trol the exposure time of the camera. As the flash duration
is lower than the exposure time of the camera, motion blur
can be avoided. Consequently, when the flash is turned off,
the camera still integrates (shutter value of 360◦), which can
results in a higher noise in the output sequence.
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