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Abstract

We study Automatic Target Recognition (ATR) in infrared (IR) imagery from the perspective of feature fusion. The key to feature fusion is to take advantage of the discriminative and complementary information from different feature sets, which can be represented as internal (within each feature set) or external structures (across different feature sets). Traditional approaches tend to preserve either internal or external structures via certain feature projection. Some early attempts consider both structures implicitly or indirectly without revealing their relative importance and relevance. We propose a new unsupervised heterogeneous structure fusion (HSF) algorithm that is able to jointly optimize two kinds of structures explicitly and directly via a unified feature projection. The objective function of HSF integrates two feature structures in a closed form which can be optimized alternately via linear programming and eigenvector methods. The HSF solution provides not only the optimal feature projection but also the weight coefficients that encode the relative importance between two kinds of structures and among multiple feature sets. The experimental results on the COMANCHE IR dataset demonstrate that HSF outperforms state-of-the-art methods.

1. Introduction

Automatic target recognition (ATR) in infrared (IR) imagery is important in many civilian and military applications. It is still a challenging problem due to the lack of texture information and highly populated natural and man-made distractions such as heavy background clusters, dust, exhaust smoke, etc. Moreover, various atmospheric conditions (lighting, weather, temperature), size of targets, aspect angle and sensor movement could influence the target’s signatures significantly. Typical ATR systems may consist of four steps \cite{10}, i.e., target detection, clutter rejection, feature extraction and recognition. In this work we focus on feature fusion-based ATR after detection, where only small IR chips with targets located near the center are considered.

There are a variety of features used for vision-based ATR, such as edge and corner descriptors \cite{22}, wavelets \cite{6}, deformable templates \cite{12}, histogram of oriented gradient (HOG) \cite{15}, shape silhouettes \cite{38}. ATR shares many similarities to general computer vision techniques where many more visual features have been proven useful, including optical flow \cite{21}, local binary patterns (LBP) \cite{14}, shape contexts \cite{4}. Since different feature sets can capture different characteristics of the same pattern, feature fusion is an effective approach to enhance the discriminability between different patterns and to reduce the feature redundancy via dimensionality reduction. Most efforts study the pattern complexity caused by some factors such as background clutter and nonlinear variations in the object appearance due to occlusions or the change of pose and illumination. Several fusion techniques have been applied in ATR applications on synthetic aperture radar (SAR) data \cite{5}, sonar imagery \cite{2}, aircraft object recognition \cite{40}, facial expression recognition \cite{32}, airborne tracking and identification using electro-optical (EO), IR and SAR data.

Traditionally, feature fusion has three steps: selection, extraction and combination. First, useful feature sets are selected according to some quantitative measure \cite{18}. Second, salient features are extracted by space projection to reduce the redundancy and to improve the discriminability, for example, principal component analysis (PCA) \cite{34}, independent component analysis (ICA) \cite{7}, linear discriminant analysis (LDA), locality preserving projection (LPP) \cite{13} and canonical correlation analysis (CCA) \cite{23}. Third, multiple feature sets are combined in a serial or parallel fashion \cite{34}. Recent efforts tend to integrate those three steps into a unified formulation for joint optimization, for example, several CCA variants \cite{39}, subspace learning \cite{11}, discriminant learning \cite{25} and multiview spectral embedding \cite{33}. Those methods try to preserve some feature structures during fusion, including the local structure among different feature sets \cite{39}, intra-class and inter-class neighborhood geometries \cite{25}. Specifically, inter and intra-variability of feature sets are considered in \cite{19}, where the relationship between those variabilities is learned implicitly without providing their relative importance and relevance.
In this paper, we propose a new unsupervised heterogeneous structure fusion (HSF) algorithm which explicitly preserves and balances the two kinds of feature variabilities by finding a unified feature projection. In the proposed HSF algorithm, we refer inter and intra-variability of feature sets as the external and internal feature structures, respectively, which are jointly formulated in one optimization framework. The objective function of HSF combines two features structures in a closed form which can be optimized alternately via linear programming and eigenvector methods. The HSF solution provides not only the optimal feature projection but also the weight coefficients that encode the relative importance and relevance between two kinds of structures and among multiple feature sets. The main contribution of this work is to explicitly and directly mine the relationship between internal and external feature structures by finding a unified feature projection that not only preserves the two kinds of structures and but also allows them to complement each other in an optimal way. We evaluate the proposed algorithm on the COMANCHE IR dataset provided by the U.S. Army Research Lab (ARL), in which there are ten IR target classes taken under 72 azimuth angles (0°, 5°, 10°, ..., 355°). To further demonstrate the effectiveness and robustness of the proposed HSF algorithm, we compare both target recognition and pose estimation results with a sparse representation based (SRC) recognition method [24], which reportedly outperforms nearly all existing ATR algorithms on the COMANCHE IR dataset.

2. Related Works

Feature fusion can be formulated in the context of supervised or unsupervised learning. Although this work is focused on unsupervised feature fusion, HSF is inspired by supervised methods in terms of how to characterize the relationship between different feature sets. We provide a brief review of feature fusion in two learning paradigms.

Supervised learning methods tend to balance the effect between the label information and the original feature distribution. However, the label information is the main cue for fusing features by maximizing the class separability and minimizing the class divergence, like classic LDA. For example, the discrimination information is learned by considering inter-class “local” and intra-class “global” correlation of feature sets for visual recognition [26]. The class-dependent neighborhood information is incorporated into CCA in order to consider the local structure for multi-view dimensionality reduction [31]. In [36], both intra-class and inter-class geometries are taken into consideration in multi-view dimensionality reduction for scene classification where neighboring samples with different labels are used to preserve feature discriminability. In [37], local patches are constructed for cartoon synthesis by fusing multiple features guided by labeling information.

Unsupervised learning methods focus on the original feature distribution and try to capture and preserve certain discriminant structure. For example, local structure description representing the relationship among neighbors, a kind of internal structure, is introduced in [33], the maximum correlation among feature sets that is an often used to describe the external structure in [28]. In [16], multiple feature sets are projected into a unified low-dimensional space while preserving the internal or external feature structures but without explicitly revealing their relationship. In [19], the projection matrix of ICA is updated by CCA which implicitly considers the intra-variability and indirectly describes the inter-variability among features. From different perspectives of feature analysis, these methods perform well in many pattern recognition problems, including classification, visualization, pose estimation, face recognition, image retrieval, video annotation, document clustering, and brain function analysis. However, these methods do not explicitly represent the relationship between the internal and external structures. In other words, it is unclear what is the relative importance and relevance between two different structures in feature fusion.

3. Heterogeneous Structure Fusion (HSF)

3.1. Research Overview

The main idea of HSF is shown in Fig. 1. To the best of our knowledge, this work is the first attempt to explicitly represent both the internal and external feature structures and to jointly optimize them in a unified framework. In the following, we first introduce the metrics used to characterize two kinds of feature structures. Then we optimize feature projection by exploring and exploiting their relationship via linear programming and eigenvector methods. We also provide the pseudo code of the HSF algorithm.

3.2. Structure Metrics

Given $M$ data samples each of which is represented by $N$-channel $D$-dimensional feature vectors, we can encapsulate the input data in a matrix $X = [X_1, X_2, ..., X_N]^T$ $(ND \times M)$, where $X_k = [x_{k1}, x_{k2}, ..., x_{kM}]^T$ ($k = 1, 2, ..., N$) is the $k$th feature channel where $x_{kl} \in R^D$ is the $k$th-channel feature of the $l$th sample. Similar to CCA or LPP, a feature projection of $X_k$ is represented by $Y_k = [y_{k1}, y_{k2}, ..., y_{kM}]^T$ where $y_{kl} \in R^d$ ($d << D$) and which is expected to preserve certain feature structure, i.e., feature correlation in CCA or data similarity in LPP. Given a projection matrix $A$ $(ND \times d)$, the input data $X$ is projected to the fused data $Y$ $(d \times M)$ via $Y = A^T X$. The goal of HSF is to find the optimal $A$ that preserves internal and external feature structures with appropriate weighting coefficients. We will discuss some structure metrics used for two kinds of feature structures below.
The internal structure is represented by the similarity between data samples within the same feature set. Although the Euclidean metric is an often distance measurement for computing the data similarity, it is not suitable here due to the lack of the consideration of possible disconnected distribution in the feature space. On the other hand, the $\chi^2$ metric is more appropriate to capture the internal structure because it involves a normalization factor to cope with different distribution scales. Thus we adopt the $\chi^2$ metric as one option here due to easiness and convenience [12]. The similarity matrix for the $k$th feature channel denoted by $W^{(k)} = \{w_{ij}^{(k)} | i, j = 1, 2, ..., M\}$ is computed as follows:

$$W_{ij}^{(k)} = \left\{ \begin{array}{ll} \frac{e^{-\text{dis}(x_{ki}, x_{kj})}}{\sigma_i} & x_{ki} \in N_{x_{kj}} \\ 0 & \text{else} \end{array} \right. \quad (1)$$

where $\text{dis}(\cdot)$ is measured by $\chi^2$ depending the nature of feature extraction; $x_{ki}$ and $x_{kj}$ are the $k$th-channel feature vectors of the $i$th and $j$th data samples, respectively; $N_{x_{kj}}$ is the neighborhood of $x_{kj}$; and $\sigma_i$ adjusts the sensitivity of similarity measure. The set of similarity matrices, $\{W^{(k)} | k = 1, ..., N\}$, is used collectively as the measurement of the internal structure of $N$ feature sets. This internal structure describes the distributional characteristics of each feature set, and it plays an important role in many pattern recognition tasks.

On the other hand, the structure represents the correlation and the distributional relationship among $N$ feature sets. Specifically, we define $S(X_p, X_q)$ ($p, q = 1, 2, ..., N$) to quantify the correlation between $X_p = [x_{p1}, x_{p2}, ..., x_{pM}]^T$ and $X_q = [x_{q1}, x_{q2}, ..., x_{qM}]^T$, which can be obtained by finding feature relevance among different feature sets as introduced in [11] as:

$$S(X_p, X_q) = \text{Tr}(Q_p^T P_p^T P_q Q_q), \quad (2)$$

where two orthonormal basis matrices $P_p$ and $P_q$ are introduced. To obtain these orthonormal basis matrices, we decompose the feature set matrices $X_p X_p^T = P_p \Lambda_p P_p^T$ and $X_q X_q^T = P_q \Lambda_q P_q^T$, where $\Lambda_p$ and $\Lambda_q$ respectively are the diagonal matrices of the corresponding eigenvalues. To measure the correlation of the feature sets, the SVD of $P_p^T P_q$ is $Q_p \Lambda_{pq} Q_q$, where $\Lambda_{pq}$ is the diagonal matrix of singular values.

### 3.3. Structure Fusion

Similar to [13, 3], if the data samples are close in the high-dimensional data space, we want the projected samples are still close in the low dimensional subspace. This idea can be further extended to the fusion of the internal structure extracted from multiple feature sets where we assume a linear relationship among them (represented a set of normalized weights $\{\omega_1, \omega_2, ..., \omega_N\}$). Thus the projection matrix $A$ that only considers the internal feature structure can be optimized via:

$$A \omega = \arg \min_{A^T X X^T A = I} \sum_{i,j} \left[ \| A^T x_i - A^T x_j \|^2 + \omega_1 W_{ij}^{(1)} + ... + \omega_N W_{ij}^{(N)} \right], \quad (3)$$

where $x_i$ and $x_j$ are two column vectors of $X$ representing the concatenated feature vectors $(N \times 1)$ for $i$th and $j$th data samples, respectively. We factorize $\omega$ into a matrix representation as

$$A \omega = \arg \min_{A^T X L X^T A = I} \text{Tr}(A^T X L X^T A), \quad (4)$$

Figure 1: The illustration of our main research idea, where the internal and external feature structures are represented by LPP-based and CCA-based approaches and unified in one projection optimization framework.
where $L = V - W$, $V_{ij} = \sum_j W_{ij}$; $W = \{W_{ij}\}_{i,j = 1, \ldots, M}$ and $W_{ij} = \omega_1 W_{ij}^{(1)} + \ldots + \omega_N W_{ij}^{(N)}$. $W$ encodes the fusion of internal structure from $N$ feature channels. We further convert (4) into a maximization problem as:

$$\begin{align*}
(A, \omega) &= \arg \max_{A^TXX^T A = I} \text{Tr}(A^TXX^T A). \tag{5}
\end{align*}$$

For convenience, we define an objective function related to the internal structure fusion as:

$$J_{\text{int}} = \text{Tr}(A^TXX^T A), \tag{6}$$

which will be further combined with the external structure in the following.

In (2), $P_p$ and $P_q$ are normalized by $P_p R_p^{-1}$ and $P_q R_q^{-1}$ ($R_p$ and $R_q$ respectively are the upper triangular matrices of $A^T P_p$ and $A^T P_q$). We represent the correlation of two projected feature sets as $A$ by extending (2) as:

$$S_A(X_p, X_q) = \text{Tr}(Q_{pq}^T P_p A A^T P_q Q_{qp}), \tag{7}$$

which is used to optimize the feature correlation among $N$ feature sets as

$$A = \arg \max_{A^TXX^T A = I} \sum_{p=1}^N \sum_{q=1}^N S_A(X_p, X_q) \tag{8}$$

$$= \arg \max_{A^TXX^T A = I} \text{Tr}(A^T O A),$$

where $O$ represents the correlation among all $N$ features (i.e., the external structure) as defined below:

$$O = \sum_{p=1}^N \sum_{q=1}^N (P_p Q_{pq} - P_q Q_{qp})(P_p Q_{pq} - P_q Q_{qp})^T, \tag{9}$$

from which we define an objective function pertaining to the external structure as:

$$J_{\text{ext}} = \text{Tr}(A^T O A). \tag{10}$$

Based on the non-negativity in (5), (6), (8) and (10), The HSF objective function is constructed by unifying $J_{\text{int}}$ and $J_{\text{ext}}$ together as:

$$\begin{align*}
(A, \omega, \eta) &= \arg \max_{A^TXX^T A = I} (\eta_1 J_{\text{ext}} + \eta_2 J_{\text{int}}) \\
&= \arg \max_{A^TXX^T A = I} (\eta_1 J_{\text{ext}} + \eta_2 \text{Tr}(A^TXX^T A)) \\
&= \arg \max_{A^TXX^T A = I} \text{Tr}(A^T (\eta_1 O + \eta_2 XX^T) A) \\
&= \arg \max_{A^TXX^T A = I} \text{Tr}(A^T (\eta_1 O + \eta_2 X(\omega^1 W^{(1)} + \ldots + \omega_N W^{(N)}) X^T) A) \\
&= \arg \max_{A^TXX^T A = I} \text{Tr}(A^T (\eta_1 O + \eta_2 X W^{(1)} X^T + \ldots + \eta_2 \omega_N X W^{(N)} X^T) A), \tag{11}
\end{align*}$$

where $\eta_1$ and $\eta_2$ two weights to balance two objective functions. $\omega_{1:N}$ and $\eta_{1:2}$ are independent and can be merged into a new set of weights that encode the relative importance and relevance between two kinds of structures and among multiple feature sets, as shown below:

$$\begin{align*}
\mu &= \eta \circ \omega, \tag{12}
\end{align*}$$

where $\mu = [\mu_1, \mu_2, \ldots, \mu_{N+1}]^T$, “$\circ$” is the Hadamard product, $\eta = [\eta_1, \eta_2, \ldots, \eta_2]^T \in R^{(N+1)}$, and $\omega = [1, \omega_1, \omega_2, \ldots, \omega_N]^T \in R^{(N+1)}$. Then (11) is converted to:

$$\begin{align*}
(A, \mu) &= \arg \max_{A^TXX^T A = I} \text{Tr}(A^T \mu_1 O + \mu_2 XX^T) A + \ldots + \mu_{N+1} XX^T) A). \tag{13}
\end{align*}$$

If $\mu$ is fixed, then (13) is reduced to:

$$A = \arg \max_{A^TXX^T A = I} \text{Tr}(A^T Z A), \tag{14}$$

where $Z = \mu_1 O + \mu_2 XX^T + \ldots + \mu_{N+1} XX^T$, (15)

where $Z$ shows the non-linear relationship between the internal structure ($\{W^{(1)}, W^{(2)}, \ldots, W^{(N)}\}$) and the external structure ($O$). The optimization of (14) is a generalized eigenvalue problem where the eigenvectors corresponding to the largest eigenvalues are used to construct the projection matrix $A$. If the value of $A$ is fixed, (14) becomes

$$\begin{align*}
\mu &= \arg \max_{A^TXX^T A = I} \mu^T H, \tag{16}
\end{align*}$$

where $H = [\text{Tr}(A^T O A), \text{Tr}(A^T XX^T A), \ldots, \text{Tr}(A^T XX^T A)]^T$.

The optimization of (16) is based on linear programming. Therefore, the solution to HSF is obtained by iteratively alternating between the eigenvector (14) and linear programming (16) methods.

3.4. HSF Algorithm

The pseudo code of the proposed HSF algorithm is presented in Algorithm 1. $N$ is the number of feature sets or channels, and $X_p, X_q (p, q = 1, 2, \ldots, N)$ respectively is any feature set. Firstly, the similarity matrix of each feature set is computed to describe the internal structure from step 1 to step 3. Secondly, the orthonormal basis matrices is calculated to encode the following the external structure from step 4 to step 9. At last, the weight of structures and projection matrix is solved by alternately iterative optimization from step 10 to step 17.
Table 1: The recognition accuracy on different training/testing and different dimension.

<table>
<thead>
<tr>
<th>Train/test(%)</th>
<th>60</th>
<th>65</th>
<th>70</th>
<th>75</th>
<th>80</th>
<th>85</th>
<th>90</th>
<th>95</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>10/90</td>
<td>79.38</td>
<td>79.73</td>
<td><strong>79.86</strong></td>
<td>79.77</td>
<td>79.52</td>
<td>79.26</td>
<td>78.92</td>
<td>78.40</td>
<td>78.07</td>
</tr>
<tr>
<td>20/80</td>
<td>88.41</td>
<td>88.60</td>
<td>88.86</td>
<td><strong>88.92</strong></td>
<td>88.88</td>
<td>88.75</td>
<td>88.46</td>
<td>88.18</td>
<td>87.89</td>
</tr>
<tr>
<td>30/70</td>
<td>92.87</td>
<td>93.03</td>
<td>93.16</td>
<td><strong>93.24</strong></td>
<td>93.13</td>
<td>93.14</td>
<td>93.02</td>
<td>92.77</td>
<td>92.58</td>
</tr>
<tr>
<td>40/60</td>
<td>95.16</td>
<td>95.19</td>
<td>95.39</td>
<td><strong>95.48</strong></td>
<td>95.46</td>
<td>95.45</td>
<td>95.28</td>
<td>95.16</td>
<td>94.98</td>
</tr>
<tr>
<td>50/50</td>
<td>96.74</td>
<td>96.84</td>
<td>96.96</td>
<td><strong>96.98</strong></td>
<td>96.96</td>
<td>96.92</td>
<td>96.97</td>
<td>96.79</td>
<td>96.67</td>
</tr>
<tr>
<td>60/40</td>
<td>97.51</td>
<td>97.50</td>
<td>97.67</td>
<td><strong>97.76</strong></td>
<td>97.72</td>
<td>97.73</td>
<td>97.71</td>
<td>97.64</td>
<td>97.51</td>
</tr>
<tr>
<td>70/30</td>
<td>98.16</td>
<td>98.08</td>
<td>98.26</td>
<td>98.30</td>
<td><strong>98.34</strong></td>
<td>98.29</td>
<td>98.34</td>
<td>98.27</td>
<td>98.15</td>
</tr>
<tr>
<td>80/20</td>
<td>98.58</td>
<td>98.60</td>
<td>98.69</td>
<td>98.75</td>
<td>98.67</td>
<td>98.71</td>
<td><strong>98.79</strong></td>
<td>98.75</td>
<td>98.66</td>
</tr>
<tr>
<td>90/10</td>
<td>99.03</td>
<td>98.99</td>
<td>99.08</td>
<td>99.08</td>
<td>99.09</td>
<td>99.12</td>
<td>99.09</td>
<td><strong>99.22</strong></td>
<td>99.21</td>
</tr>
</tbody>
</table>

Algorithm 1  The pseudo code of the HSF algorithm

Input: \( A = I \) and \( X = [X_1, X_2, ..., X_N]^T \)
Output: fused feature \( Y = A^T X \)

1: for \( 0 < i < N \) do
  2: \( \text{Compute } W^{(i)} \text{ according to (1)} \)
  3: end for
4: for \( 0 < p < N \) do
  5: \( \text{for } 0 < q < N \) do
  6: \( \text{Compute } P_p \text{ from } X_p X_p^T = P_p A_p P_p^T \)
  7: \( \text{Compute } P_q \text{ from } X_q X_q^T = P_q A_q P_q^T \)
  8: end for
  9: end for
10: \( \text{for } 0 < i < T \) (\( T \) is the iteration number) do
11: \( R_p \) and \( R_q \) respectively are computed by the upper triangular matrixes of \( A_i^T P_p \) and \( A_i^T P_q \)
12: \( P_p \) and \( P_q \) are normalized by \( P_p R_p^{-1} \) and \( P_q R_q^{-1} \)
13: \( Q_{pq} A_0 Q_{pq}^T \) is the SVD of \( P_i P_q \in R^{M \times M} \)
14: \( \text{Compute } \mu \text{ according to (16)} \)
15: Solve \( A \) by optimizing (14)
16: end for

4. Experiments

In this section, we evaluate the performance of HSF in the ATR task on the Comanche IR database. In this database, there are 10 different military targets, and there are 72 orientations for each target (\( 0^\circ, 5^\circ, ..., 355^\circ \)). In addition, the database includes 874 to 1518 IR chips (40 \( \times \) 75) for each target class, totaling 13859 chips. In Fig. 2, some chips are shown. The rows and columns are respectively the different targets and orientations. The experimental analysis has three aspects. First, the performance of different feature fusion methods are compared regarding the recognition accuracy to show their advantages to enhance the discrimination of features by mining their intrinsic structures. Second, we compare the HSF algorithm with the SRC-based methods which are considered as the state-of-the-art ones in the field. Third, we further conduct the detailed analysis on the accuracy of pose estimation between HSF and SRC methods. Specifically, we extract two kinds of features from each IR chip, HOG (Histogram of Oriented Gradients) [8] and LBP (local binary pattern) [11]. More features are possible, but these two are found to be more effective ones.

Figure 2: IR chips of 10 targets (row-wise) in 8 orientations (column-wise, \( 0^\circ, 45^\circ, 90^\circ, 135^\circ, 180^\circ, 225^\circ, 270^\circ, 315^\circ \)) in the Comanche database

4.1. Comparison of Feature Fusion Methods

We first compare HSF with other feature fusion methods, including SFLPP [16], CCA [28], and MSE [33] in terms of their effectiveness on ATR. Classification is done by the nearest neighbor (NN) classifier. The experimental results show that the recognition accuracy of HSF can reach
99.23% under leave-one-out cross-validation (LOOCV). In contrast, those of SFLPP, CCA and MSE are respectively 97.81%, 96.19%, and 87.08%. In Fig. 3, the horizontal axis shows the feature dimension feature in the low-dimension manifold, and the vertical axis is the recognition accuracy. We can obtain the following observations.

- When the dimension is low (< 25), the performance of HSF is slightly worse than those of the others. Otherwise, HSF is best among all methods. The reason is that a higher dimension is necessary to capture the feature structure for discriminating the different targets.

- SFLPP is better than CCA in the case of higher dimensions. This is because the internal structure is more important than the external structure for recognizing the different targets.

- Although MSE considers the internal feature structure, it does not involve feature projection which makes MSE less stable due to possible missing information during feature fusion.

- HSF has shown great promise in the experiment due to its explicit consideration and joint optimization of both internal and external structures for feature fusion.

4.2. Comparison between HSF and SRC Methods

To evaluate the robustness of HSF and confirm its optimal dimension of feature fusion in this work, we partition the database into different train/test sets 10%/90%, 20%/80% ....90%/10% in each class and under each angle. Each partition has 10 random trails, and we obtain the average recognition accuracy for each partition. In Table 1, we find that the 80-dimension feature results the best (the largest mean) and the most stable (the smallest stdev) recognition accuracy over 10 different partitions. Therefore, we select the 80-dimension feature in the following comparative analysis. We compare HSF with two SRC algorithms SparseLab [9] and spectral projected gradient (SPGL1) [30, 29]. In these SRC algorithms, we choose ‘lasso’ for optimization due to its better performance than others (for example, ‘nnlasso’ or ‘OMP’) [27]. Therefore, we name two SRC methods as SparseLab-lasso and SPGL1-lasso. As shown in Table 3, HSF outperforms others in the case of sufficient training samples (> 30%).

4.3. Comparison of Target Pose Estimation

We also examine each of the three methods regarding their effectiveness on estimating the target’s pose. We compute the accuracy of pose recognition under different feature dimensions and under different tolerable angle deviations (Δ = 5°, 10°, ..., 60°). In Table 2, again we find the 80-dimension feature is the most suitable one. In Table 4, we compare HSF (dimension 80) with SparseLab-lasso and SPGL1-lasso. The performance of HSF is superior to that of both SRC algorithms under all 12 tolerable angle deviations. It shows that internal and external feature structures can be fused by HSF effectively for robust and accurate ATR. It is worth mentioning that the major computational load of HSF is for the one-time unsupervised learning. HSF-based classification is very efficient due to a relatively low feature dimension. On the other hand, two SRC algorithms are computationally costly due to the optimization involving all training data for each classification.

5. Conclusions

We have presented a new unsupervised feature fusion algorithm for ATR in IR imagery, called Heterogenous Structure Fusion (HSF), which jointly and explicitly takes advantage of heterogenous structures among multiple feature sets, namely the internal and external structures. Specifically, the former one characterizes the distribution structure in each feature channel, and the latter one represents the correlation...
among all feature channels. The objective function is constructed in two parts. First, the internal structures across all feature channels are accumulated under a linear assumption due to their homogeneity. Second, the internal and external structures are combined with a non-linear relationship that reveals the heterogeneity of two kinds of feature structures. The HSF solution is obtained by iteratively alternating linear programming and eigenvector methods, which includes not only the optimal feature projection but also the weight coefficients that encode the relative importance and relevance between two kinds of structures and among multiple feature sets. The proposed HSF algorithm is evaluated thoroughly in the context of ATR where both LBP and HOG features are considered. Experimental results demonstrate that HSF not only outperforms recent feature fusion methods but also achieves very competitive ATR performance when compared the state-of-the-art methods.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>60</th>
<th>65</th>
<th>70</th>
<th>75</th>
<th>80</th>
<th>85</th>
<th>90</th>
<th>95</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta (\circ) )</td>
<td>5</td>
<td>86.30</td>
<td>86.32</td>
<td>86.37</td>
<td>86.42</td>
<td>86.44</td>
<td>86.36</td>
<td>86.42</td>
<td>86.39</td>
</tr>
<tr>
<td>10</td>
<td>95.98</td>
<td>95.97</td>
<td>96.06</td>
<td>96.09</td>
<td>96.13</td>
<td>96.05</td>
<td>96.09</td>
<td>96.10</td>
<td>96.08</td>
</tr>
<tr>
<td>15</td>
<td>97.88</td>
<td>97.87</td>
<td>98.00</td>
<td>98.03</td>
<td>98.08</td>
<td>98.00</td>
<td>98.03</td>
<td>98.05</td>
<td>98.01</td>
</tr>
<tr>
<td>20</td>
<td>98.48</td>
<td>98.47</td>
<td>98.59</td>
<td>98.62</td>
<td>98.67</td>
<td>98.59</td>
<td>98.63</td>
<td>98.65</td>
<td>98.61</td>
</tr>
<tr>
<td>25</td>
<td>98.69</td>
<td>98.67</td>
<td>98.79</td>
<td>98.83</td>
<td>98.88</td>
<td>98.80</td>
<td>98.84</td>
<td>98.86</td>
<td>98.81</td>
</tr>
<tr>
<td>30</td>
<td>98.77</td>
<td>98.75</td>
<td>98.87</td>
<td>98.90</td>
<td>98.96</td>
<td>98.88</td>
<td>98.92</td>
<td>98.94</td>
<td>98.89</td>
</tr>
<tr>
<td>35</td>
<td>98.81</td>
<td>98.80</td>
<td>98.92</td>
<td>98.94</td>
<td>99.01</td>
<td>98.92</td>
<td>98.96</td>
<td>98.98</td>
<td>98.93</td>
</tr>
<tr>
<td>40</td>
<td>98.83</td>
<td>98.82</td>
<td>98.93</td>
<td>98.96</td>
<td>99.02</td>
<td>98.93</td>
<td>98.98</td>
<td>99.00</td>
<td>98.94</td>
</tr>
<tr>
<td>45</td>
<td>98.85</td>
<td>98.83</td>
<td>98.96</td>
<td>98.97</td>
<td>99.04</td>
<td>98.96</td>
<td>98.99</td>
<td>99.02</td>
<td>98.96</td>
</tr>
<tr>
<td>50</td>
<td>98.85</td>
<td>98.84</td>
<td>98.96</td>
<td>98.98</td>
<td>99.04</td>
<td>98.96</td>
<td>99.00</td>
<td>99.03</td>
<td>98.96</td>
</tr>
<tr>
<td>55</td>
<td>98.85</td>
<td>98.86</td>
<td>98.98</td>
<td>98.01</td>
<td>99.07</td>
<td>98.99</td>
<td>99.03</td>
<td>99.06</td>
<td>98.99</td>
</tr>
<tr>
<td>60</td>
<td>98.88</td>
<td>98.86</td>
<td>98.98</td>
<td>99.01</td>
<td>99.07</td>
<td>98.99</td>
<td>99.03</td>
<td>99.06</td>
<td>98.99</td>
</tr>
</tbody>
</table>

Table 2: The pose recognition accuracy of HSF under different dimensions and different tolerable angle deviations.

<table>
<thead>
<tr>
<th>Methods</th>
<th>HSF</th>
<th>SparseLab-lasso</th>
<th>SPGL1-lasso</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta (\circ) )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>86.44</td>
<td>78.00</td>
<td>79.10</td>
</tr>
<tr>
<td>10</td>
<td>96.13</td>
<td>91.16</td>
<td>92.83</td>
</tr>
<tr>
<td>15</td>
<td>98.08</td>
<td>94.99</td>
<td>96.07</td>
</tr>
<tr>
<td>20</td>
<td>98.67</td>
<td>96.31</td>
<td>97.35</td>
</tr>
<tr>
<td>25</td>
<td>98.88</td>
<td>96.81</td>
<td>97.84</td>
</tr>
<tr>
<td>30</td>
<td>98.96</td>
<td>97.04</td>
<td>98.06</td>
</tr>
<tr>
<td>35</td>
<td>99.01</td>
<td>97.19</td>
<td>98.18</td>
</tr>
<tr>
<td>40</td>
<td>99.02</td>
<td>97.33</td>
<td>98.27</td>
</tr>
<tr>
<td>45</td>
<td>99.04</td>
<td>97.43</td>
<td>98.34</td>
</tr>
<tr>
<td>50</td>
<td>99.04</td>
<td>97.48</td>
<td>98.37</td>
</tr>
<tr>
<td>55</td>
<td>99.07</td>
<td>97.52</td>
<td>98.40</td>
</tr>
<tr>
<td>60</td>
<td>99.07</td>
<td>97.54</td>
<td>98.43</td>
</tr>
</tbody>
</table>

Table 4: The pose recognition accuracy of three methods under different tolerable angle deviations.
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