Abstract

Detecting abnormal events in video sequences is a challenging task that has been broadly investigated over the last decade. The main challenges come from the lack of a clear definition of abnormality and from the scarcity, often absence, of abnormal training samples. To address these two shortages, the computer vision community made use of generative models to learn normal behavioral patterns in videos. Then, for each test observation, a (crowd) commotion measure is computed quantifying the deviation from the normal model. In this paper, we evaluated two different families of generative models, namely topic models, representing the standard choice, and the most recent Counting Grids which have never been considered for this task. Moreover, we also extended the 2D Counting Grid, introduced for the analysis of images, to three dimensions, making the model able to capture the spatial-temporal relationships of the videos. In the experimental section, we compared all the approaches on five challenging sequences showing the superiority of the 3-D counting grid.

1. Introduction

Video surveillance systems are becoming a ubiquitous feature in our cities. Their value, however, is often questioned, especially for preventing crimes [2]. Indeed, the deployment of a multitude of cameras has little value without trained personnel or automatic algorithms to support them. This has fueled research in algorithms for the automatic detection of abnormal behavior in surveillance, feeds which in a real scenario, may trigger human intervention and help crime prevention. The biggest challenge lies in the definition of abnormality as it is strongly context dependent. Although panic and violence are mainly considered as two common examples of abnormality in the context of video surveillance, people running or walking in some areas of a scene may be considered as an abnormal event in particular contexts. This observation demands an in-the-box view-

point about the abnormality in which introducing a context-dependent commotion measure seems crucial. For this purpose, the abnormal behaviors usually appear as commotion. Therefore, anomaly detection in general reduces to the definition or the learning of an unsupervised commotion measure with an associated abnormality threshold $\tau$.

Although in the literature there exist several approaches that define ad-hoc measures starting from low-level video cues [21, 20], a popular approach is to employ generative models negative log-likelihood as a measure of abnormality [11, 12]. Generative models are built to explain how data can be generated and they are particularly attractive for our goal because i) they do not require abnormal data at train time, ii) it is easy to encode prior knowledge about the particular surveillance context and iii) they support online learning [9], therefore they can update the model as new footage comes in. In such data driven approaches, one exploits normal footage to automatically learn a model of ordinary behavioral patterns, and define abnormality as
something which has low likelihood or deviates from what has been learned. This is illustrated in Fig. 1.

The main challenge here is in choosing a feature representation which provides good generalization while being fast to extract and handle. One common efficient choice is to simply represent a frame or a clip, as disordered “bags” of features, where a clip is a short contiguous sequence of frames. In a nutshell after extracting a low-level video description, a number of spatio-temporal patches are sampled from a frame or clip, clustered in K centers (e.g., codebook) and a discrete “codeword” is assigned to each feature descriptor. Then, an image is described by a histogram over the codebook entries. This is the so called Bag of Words paradigm, where each frame or clip is represented by a histogram over orderless or exchangeable features [6]. In particular, in the context of crowd behavior analysis the bag of word representation has already been considered by several works [7, 13, 11], such simplification makes this approach more robust to geometric variation of scenes, occlusions, and image transformations. As for the low-level features, popular options are optic flow [7], interaction force [11], trajectories [12] or dynamic textures [10].

Unorganized bag of features are often modeled compactly using admixture or topic models, such as latent Dirichlet allocation [3], in short LDA. Topic models learn a small number of topics, which correlate semantically-related “motion patterns” within a video sequence by establishing associations between those patterns that co-occur within the same frame or clip. LDA’s log-likelihood has been often employed to define a commotion measure for anomaly detection in crowded scenes and it offered very good results of far [11, 12]. Although effectiveness of LDA is not questioned, several attempts to model some of the spatial-temporal information has been made because of ignoring these natural constraints may have negative consequences in classification or clustering tasks. These attempts aimed at extending LDA or proposing alternatives to it.

According to the recent studies on natural scene recognition [14, 15, 16], the bag of features extracted from images still have an imprint of the image spatial structure, more importantly, some of the spatial structure can be recovered if the bags are considered together. This is achieved by a generative model called the Counting Grid, which jointly maps the bags in the training set into windows of size W in a grid of counts recovering some spatial structures on the grid: each location k of the grid is a normalized distribution over the features π_k,z indexed by z. To illustrate this property, we considered a drawing (available in Matlab: load trees - Fig. 2-a) and we extracted 50 patches of area roughly 10% of the original image, taken at random in the image. Subsequently, we discarded all the spatial structure, describing each patch with an histogram over Z = 64 colors, which in this experiment acts as features. Finally, using these bags-of-colors, we learned a counting grid model. For visualization, each grid location k was assigned the color equal to the average of the Z = 64 colors in color map, weighted by the normalized local feature counts π_k,z. The result is illustrated in Fig. 2-c). Remarkably, significant amount of the spatial structure in feature distributions was reconstructed from these 50 histograms. The algorithm discovered that the dark, red and brown tones go together and that they are bordered by green. Elongated dark structures against the blue background are discovered, as is the coast/island boundary. In this sense, the counting grid provides a good model for interpolating among the original 50 histograms, as the histograms from the original image are also likely under the inferred counting grid.

Inspired by the aforementioned idea, in this paper, we advocate the use counting grids to generate compact representations of videos from which we extract commotion measure for abnormality detection. We will employ here a 3D generalization of the original counting grid, which in our experiments outperformed its 2D counterpart. This is rather intuitive as bags possess a spatio-temporal imprint, which can be recovered by a 3-dimensional counting grid if enough data is provided. Finally, we labeled new surveillance sequences which we will make them available as additional test-bed, and we thoroughly compared LDA, the original CGs and its 3D extension, varying the amount of training data, the number of overlaps between clips, and the number of patches sampled from videos to generate the bags.

The rest of the paper is organized as follows: in Sec. 2, we introduce the notation and we detail the generative models, in particular the extension of 2D “spatial” CG to the 3D “spatio-temporal” CG. In Sec. 3 we will report the experimental results and finally, we will draw conclusions in Sec. 4.
2. Generative Methods

In this section we will give an overview about the generative approaches. The basic notation we will use throughout is summarized in Fig. 3. Let \( \mathcal{V} \) be a video-sequence of \( N_{\text{total}} \) frames. In the experiments, we will use the first \( N \) (normal) frames are training data. Each sequence \( \mathcal{V} \) is divided into a number of overlapping clips with \( W \) frames length, and \( O \) frames overlap. For each clip, we extracted \( P \) three dimensional cuboids or patches of fixed size \( 5 \times 5 \times 5 \), we assigned to each patch a discrete codeword (feature) \( z = 1 \ldots Z \). Each clip is then described with an histogram over codewords \( c^t = \{c^t_z\}_{z=1}^{Z} \), where \( c^t_z \) represents the number of times the codeword \( z \) appears in the clip \( t \). Finally, we use \( C^t \) for the crowd commotion measure for the \( t^{th} \) clip.

It is important to note that the notation is general and works for both frame-level \((O = W - 1)\) or clip-level abnormality detection. In the experimental section we will thoroughly vary all the parameters and we will discuss the effect that they have on the three models tested.

2.1. Latent Dirichlet Allocation

Latent Dirichlet Allocation [3] has been widely used for text document analysis in order to uncover semantic topics from documents. In particular, LDA learns a set of topics \( \beta \), which captures the co-occurrence of the words and it mixes a limited amount of topics to explain a single bag. Under this model, the likelihood of a sample is:

\[
\mathcal{L}(c^t|\alpha, \beta) = \prod_{k=1}^{K} \hat{\theta}^{\alpha_k-1}_k \cdot \prod_{z=1}^{Z} \sum_{k=1}^{K} \left( \hat{\theta}_k \cdot \beta_k, z \right)^{c^t_z} 
\]

where \( k \) indexes one of the \( K \) topics, \( \hat{\theta} \)'s are ML estimates of the topics proportions of each bag and \( \alpha = \{\alpha_1, \ldots, \alpha_K\} \) is the parameter vector of a Dirichlet prior imposed over \( \theta \).

In the past years, LDA has been translated and successfully employed to solve several computer vision tasks. For instance, Wang et al. [19] used LDA model to classify global behaviors through studying co-occurrences of trajectory-based motion from multi-view cameras. As main limitation, since LDA model discard the spatial structure of visual features, their method is not able temporal dynamics among activities within camera network. Mehran et al. [11] adapted the Social Force Model (SFM, [8]) to compute the interaction force later used as base feature descriptor in a standard application of the bag-of-words paradigm. LDA was then used to learn a model of normal crowd behavior patterns, thus to define the crowd commotion measure

\[
C^t_{LDA} = -\log \mathcal{L}(c^t|\alpha, \beta) 
\]

2.2. The Counting Grid Model

The counting grid model (CG) instead of looking for co-occurrence of features, enforces that bags are generated taking windows (a “scene” or “view”) in a larger scene (the “visual world” or “panorama”). The intuition upon which this model is built is that the space of all possible count combinations is constrained by the properties of the larger scene as well as by the size and the location of the window into it.

Formally, the basic counting grid \( \pi \) is a set of distributions over \( z \) on a 2-dimensional discrete grid indexed by \( k = (x, y) \). \( E = (E_x, E_y) \) describes the extent of the counting grid. Since each element of the grid is a normalized distribution, \( \sum_{z} \pi_{k,z} = 1 \) everywhere on the grid.

A given bag \( c^t \) is assumed to follow the distribution of visual words found in a window \( W = (W_x, W_y) \) of the counting grid. In particular, each bag can be generated by first selecting a position \( k \) on the grid and placing a window of dimension \( W \) in that position. Then, all counts in this window are averaged and normalized

\[
h_{k,z} = \frac{1}{W_x \cdot W_y} \sum_{i \in W_k} \pi_{i,z} 
\]

and finally the set of features in the bag are generated from \( h_{k,z} \). In the equation above \( W_k \) represent a window placed at location \( k \).

The position of window \( k \) in the grid is the only latent variable and once it is given, the probability of the bag of features can be computed as

\[
\mathcal{L}(c^t|\pi) = \sum_{k=1}^{E} \prod_{z=1}^{Z} \left( h_{k,z} \right)^{c^t_z} 
\]

Computing and maximizing the log likelihood of the data is an intractable problem and to solve it the iterative EM algorithm is needed.

Starting from a random but symmetry-breaking initialization of \( \pi \), the E-step aligns all bags on the grid windows computing the posterior probabilities over the mapping locations for each bag, e.g., \( q_{ik} \), while the M-step re-estimate the counting grid \( \pi \), is re-estimated, by firstly distributing
the counts within the appropriate windows, and then averaging across the samples. 
Likewise the previous case, if we learn a counting grid with normal footage, we can define a generative crowd commotion measure as

\[ C_{\text{CG}}^t = - \log \mathcal{L}(c^t | \pi) \]  

**3-Dimensional Counting Grids:** Inspired by the recent success of counting grids to analyze images, we generalized the original spatial counting grids to three dimensions. In this way the model better adheres to the intrinsic characteristics of sequences and recovers some of their spatio-temporal relations among features. It is important to note, however, that a three dimensional grid in principle is not necessary. Therefore, in the experiments we will compare 2- and 3-dimensional grids.

The extension of the model straightforward and the EM algorithm stays the same, expect that now generic positions are indexed by a triplet \( k = (x, y, t) \) thus \( E = (E_x, E_y, E_t) \). The only relevant difference is that requires a modification of the numerous sums-in-window (e.g., see Eq. 3 as well as in the M step [14]), which in the original paper were computing using Viola-Jones integral images [18]. To generalize we used *summed area tables*, a generalization of integral images for \( D \)-dimensions. In particular if we consider the corners of the hyper-window \( W \) as \( k_d \) with \( d \in \{0, 1\} \), \( D \), we first compute the cumulative table of \( c(x) \),

\[ C(x_1, x_2, \ldots, x_D) = \sum_{\{x_i \leq x_i\}} c(x_1, x_2, \ldots, x_D) \]  

Then, the cumulative sum of window in grid can be computed as follows:

\[ \sum_{d \in \{0, 1\}^D} (-1)^{D-||d||_1} \cdot C(k_d) \]  

In the case of 2D the notation, the corner of a window located in the grid are \( x(0, 0) \), \( x(0, 1) \), \( x(1, 0) \), and \( x(1, 1) \) and one recovers the original update.

As further consideration we observed that the update for \( \pi \) given in the original paper and reported below (Eq. 8) is multiplicative, making the EM algorithm prone to slow convergence. This is especially true in higher dimensions when windows become larger

\[ \pi_{1,z} \propto \hat{\pi}_{1,z} \cdot \left( \sum_t c_t \sum_{k \in W_k} q_k \right) \cdot \sum_{k \in W_k} \frac{1}{h_{k,z}} \]  

Please note that despite a loop is introduced in the M-step, the biggest computational burden is the E-step which dominates the complexity of the algorithm. This technique proved to be effective especially for large \( W \) and when a large amount of data is present (e.g., Behave dataset). The crowd commotion of 3D-CG is the same as 2D-CG, Eq. 5.

**3. Experiments**

We extensively compared the generative models on two standard datasets, including UMN[1] and Behave dataset [4], and three new datasets collected from web namely Panic1, Panic2 and Riot In Prison (RIP). Some normal and abnormal frames of these dataset are shown in Fig. 4; as visible these videos are characterized by different situations.
in terms of size of crowd, varying resolutions, full/partial occlusions, camera motion, illumination and abnormality.

Unless differently specified, we considered optic flow as base-feature and we divided each video-sequence in temporally overlapping clips of length \( W = 15 \)-frames with \( O = 5 \)-frames overlap (see Fig. 3). For each clip, we randomly sampled \( P \) patches of size \((5 \times 5 \times 5)\). Following standard procedure, we run the K-means algorithm with the training data to compute codebook; we set the number of centers to \( Z = 500 \). A given clip is then described with a histogram \( c_i \) over the entries. Finally, we learned the generative models, namely LDA, 2D-CG and 3D-CG for the task of abnormality recognition. In all the sequences we used half of the normal clips to train the models. At test time, we computed the commotion \( C \) of each test clip with Eq. 2 and Eq. 5 and as performance measure we record the area under the ROC curve. In all the experiments, we repeated this process 10 times averaging the results.

In all the tests, we varied the model complexity and we used AIc\(_c\) [17] to select one (although consistently to previous work, we did not observe much variation in the results for all the models). For LDA we varied number of topics in range of \( T = \{10, 20, \ldots, 200\} \), while for counting grids we considered all the combinations between \( E = \{(8, 8), (10, 10), (15, 15), (20, 20), \ldots, (50, 50)\} \) and \( W = \{(3, 3), (4, 4), (5, 5)\} \).

### 3.1. Datasets

**Panic1.** We collected this sequence from YouTube; it consists of 3293 frames, including 1723 normal followed by 1570 abnormal (panic situations of gun shot). The video was recorded with a fixed surveillance camera in an outdoor scene with challenging conditions of low light and perspective distortion.

**Panic2.** We collected this sequence from YouTube; it consists with 2207 frames including 1962 frames of normal and 245 abnormal (police attack situations). The video was recorded with moving camera in outdoor with day light illumination.

**Riot in Prison.** We collected this sequence from YouTube; it is recorded with a surveillance camera inside a prison. After several normal frames, we have a person-on-person fight, then the number of participants increase gradually, and finally the sequence ends again with a normal situation controlled by security guard. The dataset contains 3728 frames consists of 2568 normal and 1160 abnormal (fight situations).

**UMN.** This dataset is publicly available provided by University of Minnesota [1], which contains normal and abnormal panic scenarios. The original dataset comprises 11 different scenarios of three different scenes recorded under controlled circumstances with surveillance camera in outdoor and indoor scenes. In our experiment, however, we only used 6 scenarios of one indoor scene scenarios, including 3433 of 3003 and 430 normal and panic frames, respectively. We discarded the other two scenes as they are not realistic.

**Behave.** Behave dataset [4] contains of 9 different activities, including approaching, walking together, meeting, splitting, ignoring, chasing, following, running together, and fighting with various number of participants. We divide the dataset into two classes, considering fighting and running actions as abnormal behaviors and the rest as normal acts. In total, it contains 33373 frames (excluding frames with no individual) including 30533 of normal and 2840 of abnormal activities.

### 3.2. Parameter Evaluation

#### Effect of sample patches

In the first experiment, we examine the effect of selecting number of random patches \( P \) on performance of the generative models. We varied the number of sampled patches in the range of \( P \in \{10, 50, 100, 200, 400, 800, 1000\} \). The results of this setting are illustrated in Fig. 5. The results show that the CG models outperform the LDA for all number of sampled patches over all the four datasets. This is caused by the drawback of LDA to model the spatial (temporal) relation of training bags. Moreover, AUCs obtained by 3D-CG is higher than 2D-CG, particularly when the number of sampled patches increases. This improvement caused by the ability of 3D-CG to capture the spatio-temporal structure

![Figure 5. Comparison of average AUCs (y-axis) on Panic1, Panic2, RIP, and UMN sequences varying the number of sampled patches \( P \) (x-axis).](image-url)
of bags of words, while this structure in 2D-CG is limited just to the spatial domain and the temporal relation of the bags are missed. Although we also observed that for the low number of sampled training patches, the AUC of 2D-CG and 3D-CG are very close, while for higher amount of sampled patches (e.g. more than 200 patches) the AUC of 3D-CG is fairly higher than 2D-CG. This can be justified in the way that 3D-CG requires enough training patches to model the temporal relation of bags. Otherwise, when the temporal relation of bags is not appropriately captured, 3D-CG performs same as 2D-CG.

Effect of training data. In this experiment, we fix the number of random patches \( P = 1000 \), and we varied number of training between \( N \in \{ 5, 40, \text{Half} \} \), where “Half” means to half of the initial normal clips (the standard). The results are reported in Table 1 and Table 2; as expected LDA outperformed counting grids at \( N = 5 \). LDA in fact is equipped with priors which make is more robust to scarcity of training data. However, counting grids quickly catch up as we increase the amount of training data. For example, in Panic1, the improvement of LDA from 5 to 40 training clips is around 3% while for 2D-CG and 3D-CG is respectively around 14% and 15%. Finally, the result also shows that 3D-CG outperformed 2D-CG in all the situations.

Effect of the base feature. In this experiments we evaluate the effect of the based feature. We restrict to “Panic2” and “UMN” and we considered as base feature the interaction force \([5]\). Once again we set \( P = 1000 \), \( N = \text{Half} \). Results are presented in Table 4: regardless to the type of the base feature, the performance obtained by 3D-CG is slightly better than 2D-CG. Results for the other sequences are similar.

Comparison with state of the art on Behave dataset.
As final experiment, we considered Behave dataset and we compared our generative models with the state of the art. Once again we used optic flow as base-feature and we set \( P = 1000 \), \( N = \text{Half} \). Table 5 summarizes the results: Energy Potential method \([5]\) outperforms our generative approaches which however reached very compelling result. One possible explanation for such a good performance is that \([5]\) is a trajectory-based approach, therefore suitable for scenes with low pedestrian density as Behave. However as major drawback \([5]\) is an SVM-based method and it requires abnormal data at training time. This is very difficult to have in real scenarios and we believe generative approaches should be preferred. Among generative models, once again 3D-CG outperforms LDA and 2D-CG.
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Table 3. Comparison of average AUCs on Panic2 and Riot in prison sequences varying overlapping between clips. We also report the 95% confidence interval.
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Table 4. Comparison of average AUCs on UMN and Panic2 sequences employing optical flow and interaction force [11] as base-feature. We also report the 95% confidence interval.

Table 5. Comparison of average AUCs using optical flow on Behave dataset. We also report the 95% confidence interval.

<table>
<thead>
<tr>
<th>Method</th>
<th>Classifier</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interaction Force [11]</td>
<td>SVM</td>
<td>0.88</td>
</tr>
<tr>
<td>Energy Potential [5]</td>
<td>SVM</td>
<td>0.94</td>
</tr>
<tr>
<td>Violent Flows [7]</td>
<td>SVM</td>
<td>0.81</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Classifier</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optical Flow</td>
<td>LDA</td>
<td>0.90 ± 0.043</td>
</tr>
<tr>
<td>Optical Flow</td>
<td>2D-CG</td>
<td>0.91 ± 0.023</td>
</tr>
<tr>
<td>Optical Flow</td>
<td>3D-CG</td>
<td>0.93 ± 0.084</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Classifier</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interaction Force [11]</td>
<td>SVM</td>
<td>0.88</td>
</tr>
<tr>
<td>Energy Potential [5]</td>
<td>SVM</td>
<td>0.94</td>
</tr>
<tr>
<td>Violent Flows [7]</td>
<td>SVM</td>
<td>0.81</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Classifier</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optical Flow</td>
<td>LDA</td>
<td>0.90 ± 0.043</td>
</tr>
<tr>
<td>Optical Flow</td>
<td>2D-CG</td>
<td>0.91 ± 0.023</td>
</tr>
<tr>
<td>Optical Flow</td>
<td>3D-CG</td>
<td>0.93 ± 0.084</td>
</tr>
</tbody>
</table>

4. Conclusions

This paper presented a comparison of crowd commotion measures from different generative models. We have evaluated the performance of generative models extensively on five datasets and have shown that 3-dimensional counting grids outperforms other generative approaches.
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