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Abstract

In this paper, we propose a human activity recognition method from first-person videos, which provides a supplementary method to improve the recognition accuracy. Conventional methods detect objects and derive a user’s behavior based on their taxonomy. One of the recent works has achieved accuracy improvement by determining key objects based on hand manipulation. However, such manipulation-based approach has a restriction on applicable scenes and object types because the user’s hands don’t always present significant information. In contrast, our proposed attention-based approach provides a solution to detect visually salient objects as key objects in a non-contact manner. Experimental results show that the proposed method classifies first-person actions more accurately than the previous method by 6.4 percentage points and its average accuracy reaches 43.3%.

1. Introduction

Egocentric video analysis for a user’s own activities has attracted attention. Such a video is suitable for activity analysis since it is captured from a first person view. There has been a consecutive expectation on such video in welfare applications such as behavior support and home monitoring for disabled or elderly persons [1, 2]. In the welfare field, several types of domestic behaviors are defined as ADL - activity in daily living - such as “washing hands” and “drinking water". A home monitoring system achieves one-day analysis on ADL to examine a user’s lifestyle. ADL is also used for rehabilitation. In recent years, glass-type camera devices have been provided for consumers, which expand application fields into daily life as well.

One pioneer study on activity analysis in daily life [3] has a unique approach that detects all objects from egocentric video in advance. After that, their taxonomy derives the user’s own behavior. For example, if “a TV”, “a sofa” and “a remote” appear in a frame, this situation can be estimated as “watching TV”; the previous study has reported another improvement by the hand-based approach. This approach classifies each detected object into an “active object” or “passive object” based on whether the user manipulates the object or not. “Active object” is considered a key object in activity estimation. However, the above approach has an inevitable issue, that is, there is a restriction on applicable scenes and object types. The user’s hand does not always appear in all scene and some types of objects are not operated by hand.

In contrast, there have been several recent works on visual attentions [4-14]. These researches try to quantify the user’s attentions in still or video images. Such information to identify objects to which the user pays strong attentions could be key factors in self-behavior recognition. Therefore, visual attention could provide a non-contact approach to determine important objects and solve the conventional issues on scene and object type restrictions.

This paper proposes an attention-based approach to achieve precise activity recognition from egocentric videos. In order to improve accuracy, the proposed approach
2. Related work

**Simplicity:** There have been rich historical works on activity recognition in the life logging community [15-19]. Most approaches need to install special devices, such as RFID tags and accelerometers, into surrounding objects. Such preparation is a heavy burden. The proper approach does not require any installations to the user’s surroundings. In contrast, activity analysis using egocentric video meets the requirements, since the user just needs to wear a camera to record his/her own activities.

**Practicality:** Some pioneers have studied activity recognition using a wearable camera. To advance the development under ideal conditions, these primary studies treat noise-less or repeating motions [20-22] and qualify them in a specific scene such as a kitchen and office scenes [23-26]. Therefore, it is difficult for such a method to be applied to practical scenes, including dining, living, and bathroom, as it is. This is because unpredictable fluctuations in the user’s behaviors degrade the recognition accuracy. One of the goals in activity recognition is to develop an innovative approach that works well even in practical and in-the-wild environments.

**Applicability:** To improve recognition accuracy, some works have focused on the interactions between the user’s hand and surrounding objects [27-30]. These approaches emphasize manipulated objects as keys to recognize activity. However, the operator’s hands often disappear from the egocentric sight. Moreover, the types of applicable object that the user can actually touch are limited. In the previous work, there were only 5 types of active objects in all 21 types [3]. To avoid the above restrictions on scene and object type, the desirable approach should determine key objects in a non-contact manner. The attention-based approach could provide a promising solution for the conventional restrictions, since the visual attention can be measured from egocentric video without limitations on scene and object type.

**Suitability:** A saliency-based method is a modeling approach to extract the user’s visual attention from image signals. Recent researches have also attempted to extend the saliency map toward video signals [4-13]. Most of the conventional methods using saliency maps are not available in ego activity analysis, since they are not applied sufficiently in egocentric video. There is a revisable chance that this study may represent a specific visual attention for egocentric video. Our motivation is inspired from a previous work. It also proposed an attention prediction for egocentric video [14]. In our method, the user’s visual attention is also calculated not only from static saliency, but also from dynamic ego motions.

3. Proposed method

Figure 2 shows the block diagram of the proposed method. Steps 3.1, 3.5, and 3.6 are identical to the steps of the conventional method [3]. Our proposed steps are Steps 3.2, 3.3, and 3.4 as highlighted in red. The concrete descriptions are given below.

3.1. Object detection

The first step is to detect objects from an egocentric video, applying an arbitrary method for object recognition, such as the part-based model [34]. The method provides the region \( r(i) \) and the likelihood score \( l(i) \) on each detected object \( i \). We assume that the detection algorithm learned \( M \) types of objects. Then each detected object is classified into “active object” or “passive object” in the same manner as the hand-based approach [3]. Specifically, whether the user manipulates the object or not causes one of the two attributions. If two objects differ from each other in their types or attributions, this hand-based approach classifies them as different objects. The previous work [3] generates feature descriptor \( D \) as a histogram representation \( (d_1, \ldots, d_M) \) as shown in Figure 1. The dimension is \( 2M \), since the hand-based approach gives each object two attributions. \( d_i \) indicates the cumulative likelihood of the object type \( t \) through all objects.
3.2. Attention quantification

Next, Step 3.2 extracts the user’s interests from each frame and stores them in a visual attention map. The visual attention maps have the same resolution as the original images. The value at each point means the user’s degree of attention on the corresponding pixel. Therefore, the visual attention map is used to estimate the user gaze point on the image. The saliency map is one approach to quantify visual attention and achieves a certain performance in practice. However, it doesn’t work well for egocentric video. This is probably because the conventional saliency map discards the user’s own motions, although the ego motions have strong impacts on the user’s attention. To solve this adverse situation, the proposed approach complements visual attention in a similar manner to that of the previous work [14]. The final goal of this step is to extract the user’s own motions as well as saliency from egocentric video, to integrate both observations, and to generate a visual attention map. The first operation measures camera rotation. It is basically equivalent to the user’s own motion, that is, ego motion. Camera rotation is obtained through a commonly-used algorithm easily. This algorithm extracts local feature points frame by frame, and identical pairs are found between adjacent frames.

The effects of the above complement are explained as follows. Two objects appear on the opposite side within the user’s line of sight. Even if the two objects have almost the same saliency, the above complement using ego motion enables correct estimation. Namely, if the user is turning his/her own head in the right direction, the user would give higher attention to the right object. To generate the saliency map, in this paper, we use the approach proposed by Chen et al. [13].

3.3. Attention assignment

This step finds the salient objects on which the user’s sight is strongly focused. The first operation quantifies the magnitude of attention for each object \( i \), which is calculated from the visual attention map based on the object region \( r(i) \). It obtains \( m(i) \) as the maximum value of the attention map within the region \( r(i) \). The next operation finds pixels having a value less than or equal to \( m(i) \) all over the visual attention map, and the relative magnitude of attention is defined as \( a(i) \). Finally, each object is classified into “salient object” or “non-salient object” based on whether \( a(i) \) is greater than the threshold \( T \) or not.

3.4. Descriptor generation

This step generates a descriptor but the operation flow is different from the conventional method [3]. The main difference is the reflection of visual attention. To reflect the changes, the detected object is classified into 4 further segments based on whether they are salient or non-salient as well as active or passive. They are treated as different segments in the descriptor. After that, the attention-based approach also changes another operation in measuring cumulative weighted likelihood. The magnitude of attention \( a(i) \) weights likelihood \( l(i) \) in the following equations before the cumulative operation.

\[
S(i) = a(i) \cdot l(i) \quad (1)
\]
\[
N(i) = \{ 1 - a(i) \} \cdot l(i) \quad (2)
\]

Where \( S(i) \) and \( N(i) \) are weighted likelihoods for salient and non-salient objects, respectively. Finally, descriptor \( D \) is represented as a \( 4M \) dimensional histogram \((d_1, \ldots, d_{4M})\).

3.5. Temporal pyramid representation

This step finalizes the feature vector generation in a similar manner to that of the conventional temporal pyramid approach [3]. It provides temporal robustness to activity recognition. Naive descriptor \( D \) in each frame \( f \) is not sufficiently robust to combat temporal fluctuations. Therefore, to achieve the robustness against fluctuations, the temporal pyramid approach layers and multiplexes descriptors at a constant temporal interval. Figure 3 shows the conceptual diagram of operational flow. The target unit is a subset \( F \) consisting of \( |F| \) frames. The number \( L \) of total layers is set to 3. The main operation at \( j \)-th layer, \( j=1, 2 \ldots L \), divides \( F \) equally into \( 2^{j-1} \) subsets, \( k=1, 2 \ldots 2^{j-1} \), and computes average descriptor \( D^{jk} \) of each subset.

\[
D^{jk} = \frac{1}{|F^{jk}|} \sum_{i \in F^{jk}} D_i \quad (3)
\]
The feature vector \( V \) is obtained by combining all \( D_j \), that is, \( V = [D_1 \ldots D_k \ldots D_{2^n}] \). Finally the dimension of \( V \) is equal to the integer multiple sizes of the original descriptor \( D_i \).

Average operation discards all differential information in temporal order. Therefore, the pyramid representation can suppress temporal fluctuations in activity recognition. Temporal order is actively neglected in the upper layer. On the contrary, the temporal order is flexibly retained in the lower layer. For instance, in the category of “making tea”, the user puts a kettle on a stove and pours boiling water into a cup. Temporal information is important. To achieve efficient recognitions even for such situations, the bottom layers maintain supplemental information on the temporal process [31, 32].

### 3.6. SVM classification

Step 3.6 adopts the support vector machine to learn and recognize the user’s own activity from feature vector \( V \). The SVM needs samples for training before the recognition phase. The first preparation in the training phase is to label egocentric video with ground truth activities. Then applying the above Steps 3.1 to 3.5, the feature vectors can be obtained as samples. After training them, a SVM classifier is finally generated.

### 4. Experiments

This section presents the experiments and results to evaluate the improvement and effectiveness of the proposed approach. All experiments were conducted using the public dataset on egocentric video in daily living activity [33].

#### 4.1. Conditions

A GoPro camera was used to build the dataset. The camera captures high definition quality video corresponding to 1280 x 960 resolution with 170 degrees of viewing angle. The video frame-rate is 30 fps. The dataset consisted of 20 people’s egocentric videos recorded in their own apartment. The previous work also provided all video with grand truth labels on \( M=21 \) types of object as well as 18 actions of daily activities [3]. As for the video length per video, the average, minimum and maximum were 27 minutes 8 seconds, 8 minutes 12 seconds and 1 hour 3 minutes 19 seconds, respectively. To establish the same condition as the previous approach [3], the part-based model [34] was adopted for object recognition in Step 3.1. In all experiments, 6 people’s videos were assigned for training and the remaining 14 people’s videos were used for testing. The final preparation detected objects from the testing videos. In evaluation phases, the leave-one-out method for the 14 people’s video was applied to obtain reliable precision in activity recognition. In all experiments, the discriminative threshold \( T \) for the salient object was fixed to a constant value of 0.964 and the number \( L \) of the temporal layer was set to 2.

#### 4.2. Results

Figure 4 demonstrates the results of the object detection and visual attention map. Step 3.1 provides individual objects and their regions. The right figure is generated in Step 3.2. It suggests that the user focuses strong attention on the central kettle.

![Figure 4. Experimental results of object detection and visual attention map: The left figure indicates that Step 3.1 provides individual objects and their regions. The right figure is generated in Step 3.2. It suggests that the user focuses strong attention on the central kettle.](image)

Table 1. Recognition accuracy and analytical data: For 18 types of domestic activities, this table provides comparable figures on recognition accuracy between the conventional [3] and proposed approach. The “Appearance rate” column means the appearance proportion of positive likelihood in active objects.

<table>
<thead>
<tr>
<th>Recognition accuracy</th>
<th>Average record length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv. Prop. Gain</td>
<td>827.7 sec</td>
</tr>
<tr>
<td>Average</td>
<td>36.9% 43.3% +6.4</td>
</tr>
<tr>
<td>Variance</td>
<td>9.8% 7.1% -2.7</td>
</tr>
</tbody>
</table>

Table 1. Recognition accuracy and analytical data: For 18 types of domestic activities, this table provides comparable figures on recognition accuracy between the conventional [3] and proposed approach. The “Appearance rate” column means the appearance proportion of positive likelihood in active objects.

**Stabilization:** The class variance decreases from 9.8% to 7.1%. This suggests that the attention-based approach can achieve more stable recognition toward any activities.

![Table 1. Recognition accuracy and analytical data: For 18 types of domestic activities, this table provides comparable figures on recognition accuracy between the conventional [3] and proposed approach. The “Appearance rate” column means the appearance proportion of positive likelihood in active objects.](image)
Applicability: Table 1 suggests an interesting fact. The appearance proportions of active objects are not so high in most categories and the average is 26.3%. In such case, since active objects don’t contribute to activity determination so much, it could be quite difficult for the hand-based approach to achieve sufficient precision. On the contrary, the attention-based approach indicates a better result even for such situations. It concludes that the visual attention can provide a solution to determine key objects without restrictions on scene and object type.

Suitability: Another experiment was conducted to confirm that the visual attention map is superior to the standard saliency map in activity recognition. In the saliency-based approach, the average accuracy reaches 35.1%. This is 8.2 points lower than the attention-based approach. This result suggests that saliency is not sufficient to estimate the user’s attentions in egocentric video. To improve recognition accuracy, ego motion also needs to be reflected in determining important objects.

4.3. Considerations

Figure 5 shows the recognition accuracy in each activity. The proposed method unfortunately degrades the accuracy in 5 categories. Test videos recorded in three of the categories, that is, “dental floss”, “watching TV”, and “using a computer”, consist mostly of moderate and motionless scenes. For example, there are hardly large motions in “dental floss”, since a user stands in front of a mirror constantly and just slightly moves his/her own arm. It is difficult for the attention-based approach to recognize activity, because ego motion is too simple to estimate and feature a user’s attention significantly. In such motionless scenes, the proposed method often tends to extract visual attention around the center of the user’s line of sight.

In contrast, the remaining categories, that is, “making tea” and “making coffee”, contain active and rapid scenes. For instance, the user pours water from a kettle into a mug. However, the attention based approach also causes adverse situations in the two categories. This means that salient or non-salient is assigned in succession to a specific object through video sequencing. It is easy to change the attribution of the salient mug into non-salient and vice versa. This situation is unstable in the attention-based approach. For these categories, the above fluctuations cause degradation in performance, because the random assignment of a salient object prevents the specific determining of key objects.

5. Conclusions

To provide an effective algorithm in activity recognition, this paper proposed an attention-based approach for egocentric video. The remarkable features are that it quantifies visual attentions and determines key objects in activity recognition based on the attention map. The experimental results confirmed that the attention-based approach exceeds the conventional approaches in recognition accuracy. One of our future works is to suppress the fluctuations in assigning salient or non-salient, which is mentioned in Section 4.3. To provide robustness against such fluctuations, further study will attempt to apply a temporal complement on visual attention information.

Although the proposed flow requires additional steps and increases computational costs by several times, it could be applicable even in practical scenes. For instance, the offline batch process enables one day’s activity analysis during the night. The proposed flow also has future potential to achieve speeding up and real-time processing. The cost reduction in the computations is another future work.
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