Tri-modal Person Re-identification with RGB, Depth and Thermal Features
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Abstract

Person re-identification is about recognizing people who have passed by a sensor earlier. Previous work is mainly based on RGB data, but in this work we for the first time present a system where we combine RGB, depth, and thermal data for re-identification purposes. First, from each of the three modalities, we obtain some particular features: from RGB data, we model color information from different regions of the body; from depth data, we compute different soft body biometrics; and from thermal data, we extract local structural information. Then, the three information types are combined in a joined classifier. The tri-modal system is evaluated on a new RGB-D-T dataset, showing successful results in re-identification scenarios.

1. Introduction

Person re-identification is about recognizing people who have passed by a sensor earlier. It is useful in many places where it is desirable to obtain knowledge of the flow of people: airports, transit centers, shopping malls, amusement parks, etc. It can either be knowledge of a single person’s movement, or movement patterns in general by combining the patterns of many people. In some cases it is possible to set up a system, which is able to view the entire scene, as in [18, 15]. However, in indoor scenes it is often not feasible to place one camera with a full overview. This is where re-identification enters play. It allows the system designer to place sensors at certain bottlenecks and identify people when they pass these.

Re-identification has the specific distinction from e.g. biometric access control systems that it must be able to enroll new people on-the-fly and without their specific collaboration. On the other hand, the recognition performance does not necessarily have to be as strong as in access control systems, since re-identification systems are more concerned with the general trend of movement as opposed to the movement of each individual.

Re-identification has been an active research area for the past decade, but almost exclusively focused on standard RGB-data. This makes sense since many venues have a large network of already installed RGB surveillance cameras. However, as new and more advanced sensor types become cheaply available, we believe it is time to extend the work to multiple modalities. This is the exact focus of this work, where we present a novel approach that integrates RGB, depth, and thermal data in a re-identification system. An example of RGB, depth, and thermal images for a subject in our dataset is shown in Figure 5.

This paper is structured as follows: Section 2 briefly covers the existing work done on the topic of re-identification, with special focus on the few multi-modal and/or non-RGB-based contributions. Section 3 describes how the inputs from the three modalities are aligned. In sections 4 and 5, the features and re-identification methods are presented. Section 6 shows the dataset and covers the results our system achieves on it. Finally, section 7 concludes the paper.

2. Related work

In [5] soft-biometrics based on RGB data are used to track people across different cameras. Both body and facial soft biometrics are extracted and combined in the final system. The body soft biometrics are all related to color: hair, skin, upper, and lower body clothing. In [6] the notion of tracking people across a multi-camera setup is also followed. Different soft biometric features are reviewed and discussed in the context of re-identification. A part-based appearance approach is found to perform the best, but being sensitive to how the object is divided into parts. In [7] each person is also divided into parts from which features are extracted. The division is here based on finding symmetry axes and the soft biometric features are color histograms, stable color regions and highly structured patches that reoc-
In this work, the Microsoft Kinect is used to capture RGB and depth data. A thermal camera is also used to capture thermal data. Moreover, our system is fully automated throughout the entire scene for the calibration of the cameras. For each corner of the chessboard in each image, we extract the corresponding depth. The configuration of cameras placed vertically implies that the disparity of the points in the rectified image lies mainly on the x-axis. Therefore, we use a robust curve fitting tool to find a linear regression that fits the disparity in the x-direction as a function of the inverted distance in the z-direction. The re-identification process of finding corresponding features in both imagery is unfeasible. In our setup, objects appear at distances between 1 and 4 meters from the cameras, which makes methods like infinite homography and stereo geometric unusable. Instead, we first use stereo rectification to transform the epipolar lines to lines parallel with either the x or y axis. This reduces the search for corresponding points to one dimension. Next, we apply the notion that the distance between corresponding points in the two images is inversely proportional to the depth of the points if the cameras are only translated with respect to each other. Since the epipolar lines are transformed to lie along the image scanlines, the disparity between corresponding points will lie mainly either on the x or y axes, and we may thus find the relationship between the inverted depth and the induced disparity and use this property for rectifying the images.

The stereo calibration requires the knowledge of the intrinsic and extrinsic camera parameters of both cameras. In order to determine these, we use the calibration board proposed by [21] with an A3-sized cut-out checkerboard and a heated plate as a viable backdrop. By using standard camera calibration and stereo geometric tools we are able to rectify both images as seen in Figure 1.

![Figure 1: Stereo rectified multimodal imagery in the (a) RGB and (b) thermal domains.](image)

We used 34 image pairs of the calibration board distributed throughout the entire scene for the calibration of the cameras. For each corner of the chessboard in each image, we extract the corresponding depth.
gression is computed off-line for all calibration points and stored for online lookup of the displacement. The result of this procedure is a direct pixel-to-pixel correspondence between the different images.

4. Multi-modal features

The proposed system uses a combination of RGB, depth, and thermal features to perform the re-identification task. This section explains how the feature extraction is performed for each modality. Before the extraction, the subject must first be located at pixel level. The foreground segmentation of the subject is performed on the depth image by means of Random Forest [17]. This process is performed computing random offsets of depth features as follows:

\[ f_\theta (D, x) = D(x + \frac{u}{\tau_x}) - D(x + \frac{v}{\tau_x}), \]

where \( \theta = (u, v) \), and \( u, v \in \mathbb{R}^2 \) is a pair of offsets, depth invariant. Thus, each \( \theta \) determines two new pixels relative to \( x \), the depth difference of which accounts for the value of \( f_\theta (D, x) \). Using this set of random depth features, Random Forest is trained for a set of trees, where each tree consists of split and leaf nodes (the root is also a split node). Finally, a final pixel probability of body part membership \( l_i \) is obtained as follows:

\[ P(l_i | D, x) = \frac{1}{\tau} \sum_{j=1}^{\tau} P_j (l_i | D, x), \]

where \( P(l_i | D, x) \) is the PDF stored at the leaf, reached by the pixel for classification \( (D, x) \) and traced through the tree \( j \), \( j \in \tau \). After this process, the foreground segmentation mask of the subject is transformed to the coordinate system in the two other modalities, and the features are extracted.

The system uses multi-shot person models. Thus, a person is not modeled based on only one frame, but on all frames in a pass. A pass is defined as the act of entering the frame, walking by the camera, and exiting it. In our dataset only one person is present at a time, so no tracking is necessary. Next, we describe how the features from each modality are described and fused in order to perform the on-line re-identification task. Figure 2 summarizes the main modules, modalities and strategies considered in the proposed re-identification system.

4.1. RGB features

After foreground segmentation is performed, the features that are used for the RGB modality are color histograms in two parts, as shown in Figure 3(a). One histogram \( H_{\text{RGB}}^{U} \) is derived from the upper body, one \( H_{\text{RGB}}^{L} \) from the lower. This is done for each frame in which the subject is detected. A histogram of 20 bins is created for each channel, for a total of 60 bins per body part. Thus, in total the RGB feature vector has 120 dimensions, and one is created per frame. After a pass ends, the histograms are averaged, and the final feature vector is the mean across the frames.

4.2. Depth features

Given an input depth frame containing a subject (Figure 4(a)), and once the pixel-ground segmentation of the subject into body parts is performed, the skeleton is also extracted applying Mean Shift [17] (Figure 4(b)). Since our dataset contains only raw images, the built-in skeleton-extraction from the Kinect could not be used. Then, the subject point cloud is spatially transformed in order to align the skeleton with the camera frame coordinate system by
means of an affine three-dimensional transformation of the point cloud (Figure 4(c)). Note that because of the 3D transformation we loose some information of the body surface due to the lack of information inherent to the viewpoint. Thus, the noisy subject’s surface is smoothed (Moving Least Squares surface reconstruction method) and up-sampled to fill the holes (Figure 4(d)). Now we can compute soft biometrics from the corrected 3D skeleton and the 3D surface of the aligned body, which can be then inversely transformed to return to the original space and estimate real measurements of the body. From a given depth frame \( D_i \), information invariant to the rotation of the subject with respect to the camera viewpoint can now be extracted. In particular, we have estimated three sets of soft biometrics:

**Frontal curve model:** The model encodes the distances from the points in subject’s surface (transformed and smoothed, as seen in Figure 4(d)) to their corresponding projection line, either head-to-neck or neck-to-torso line. These distances in millimeters are encoded in a real-valued vector \( f_i \), resampled to size 150 and equalized for normalization purposes (Figure 4(e)).

**Thoracic geodesic distances:** Corresponds to the vector \( g_i \). It contains the length of lines on the body surface from one side of the body to the other. The area in which these are found is the trapezoid defined by left shoulder, right shoulder, right hip, and left hip, and each entry of \( g_i \) contains the geodesic distance in millimeters of a horizontal line in the trapezoid projected to the surface of the torso. \( g_i \) is resampled to size 90 (Figure 4(f)).

**Anthropometric relations:** Given the extracted body skeleton, the lengths of 7 inter-joint segments connecting the body parts, as shown in Figure 4(c), are computed and stored as \( a_i \).

Thus, the vector representing the set of depth features for a subject in the scene at a particular depth frame \( D_i \) is defined as:

\[
\delta_i = \{ f_i, g_i, a_i \},
\]

where \( |\delta_i| = 247 \). Finally, the vector describing the subject pass \( D = \{ F, G, A \} \) is computed by averaging the set of the standardized frame-level depth feature vectors \( \{ \delta_1, ..., \delta_N \} \) as:

\[
D = \frac{1}{N} \sum_{j \in N} \frac{\delta_j - \bar{\delta}}{\sigma_\delta},
\]

where \( |D| = 247 \), and \( \bar{\delta} \) and \( \sigma_\delta \) correspond to the mean depth vector and the vector of the standard deviations, respectively. Moreover, as a previous step to this computation and due to the noisy nature of the captured depth data (clothes deformation, waving arms in front of the torso, and so forth), the possible outliers are detected and discarded in each \( \delta_i \). This step consists also in standardizing the set of depth feature vectors but to a modified Z-score [10] and discarding those values higher than 3.5 in absolute value.

**4.3. Thermal features**

Since the thermal images contain no color information, the color histogram approach does not work here. Instead, SURF[3] is employed. Within the contour supplied by the detection stage, SURF-descriptors are extracted. There is no fixed number of descriptors, all that are above a certain quality threshold are extracted. A typical number is around 150 descriptors per subject per frame, depending on the contour’s size and quality. As opposed to the RGB histograms there is no direct way to average the descriptors, so the model for people in the thermal modality is all SURF descriptors of the subject extracted over all frames in a pass. We define the set of detected and described SURF points as \( S \), see Figure 3(b).

**5. Re-identification**

In order to perform the re-identification task, previously computed feature vectors for the three modalities have to be fused and analyzed to classify each subject. The process
has two steps:
1. Determine whether the subject is a new or an already known person.
2. Do one of the following two tasks:
   (a) If known, determine the ID of the person.
   (b) If new, enroll the person.

In step 1, a comparison of the current subject with the list of known subjects is done. Taking into account that the set of known persons is built on-the-fly, for the first evaluations only a few comparisons have to be performed.

To estimate whether the subject has to be considered new or re-identified, we compute the following confidence score based on the combination of the three modalities scores:

\[
C(U_1, U_2) = \alpha \cdot d_{RGB}(H_1, H_2) + \beta \cdot \frac{1}{d_{depth}(D_1, D_2)} + \gamma \cdot \frac{1}{d_{thermal}(S_1, S_2)},
\]

where \(U_1 = \{H_1, D_1, S_1\}\) is the set of three modality descriptors \((H_1)\) color histograms, \(D_1\) depth feature vectors, and \(S_1\) SURF descriptors on the thermal data) for a user in the dataset, and \(U_2 = \{H_2, D_2, S_2\}\) are the three sets of descriptors for a new test subject. Coefficients \(\alpha, \beta, \text{ and } \gamma\) assign a proper weight to each of the three modalities scores in a late fusion fashion so that \(\alpha + \beta + \gamma = 1\). The weights are static and were set based on experimentation, but for future work, and especially larger datasets, a learning approach for the weights would have to be investigated. The higher the output of \(C(U_1, U_2)\), the more reliable re-identification. Because \(d_{depth}(D_1, D_2)\) and \(d_{thermal}(S_1, S_2)\) returns low values in case of good identifications, the reciprocal is used when fused.

For comparing two subjects in the RGB-modality, the Bhattacharyya distance [4] is used:

\[
d_{RGB}(H_1, H_2) = \sqrt{1 - \sum_t \frac{H_1(t) H_2(t)}{\sqrt{\sum_t H_1(t)^2 \cdot \sum_t H_2(t)^2}}},
\]

where \(d_{RGB}(H_1, H_2)\) describes the distance between histograms \(H_1\) and \(H_2\), and \(H(I)\) is the value of bin \(I\) in the histogram \(H\). The distance is a number between 0 and 1, where 0 is a perfect match.

For comparing across subjects in the depth modality \(D = \{F, G, A\}\), the following similarity measure is computed:

\[
d_{depth}(D_1, D_2) = W_F (1 - \exp^{-\sum_i w_i (F_i^1 - F_i^2)^2}) + W_G (1 - \exp^{-\sum_i w_i (G_i^1 - G_i^2)^2}) + W_A (1 - \exp^{-\sum_i w_i (A_i^1 - A_i^2)^2}).
\]

One distance is computed for each of the three depth features, which is in the range \([0,1]\), the lower the distance, the higher the similarity. Coefficients \(W_F, W_G, \text{ and } W_A\) assigns a proper weight to each of the three types of depth feature sets so that \(W_F + W_G + W_A = 1\). Moreover, individual feature weights \(w\) assign weight to each particular depth feature value, pre-computed based on a training stage applying ReliefF [16]. In our case the variables were set to \(W_F = 0.8, W_G = 0.1, \text{ and } W_A = 0.1\).

In the thermal domain, the SURF-descriptors are matched against each other with no spatial information resolved. Each matched feature contributes a vote. Thus the metric is the number of votes for a specific known person across all the frames in the model:

\[
d_{thermal}(S_1, S_2) = \sum_{N_{S_2}} H(n_{votes}(S_1, S_2)),
\]

where \(n_{votes}(S_1, S_2)\) computes the number of matches between SURF descriptors \(S_1\) on the reference image and SURF descriptors \(S_2\) on the test image based on Euclidean distance criterion. \(H\) refers to the Heaviside step function, ensuring that each frame in a pass can only contribute one vote, and \(N\) are the frames in the model for \(S_2\).

5.1. Determine if new

In order to determine if a person is new, once values for \(\alpha, \beta, \text{ and } \gamma\) are established based on a cross-validation of a training stage, two thresholds, \(T_N\) and \(T_R\) are also experimentally computed. If \(C < T_N\), the subject is considered new. If \(C > T_R\) the subject is assigned a known ID (re-identified). Since a false positive is more serious than a false negative in re-identification, we have a buffer zone when \(T_N \leq C \leq T_R\) where the system ignores the subject because we are uncertain whether it is a new person or just a bad match to an existing one. In our system we used \(T_N = 6\) and \(T_R = 10\), but the exact value of the thresholds seemed to be relatively flexible.

5.2. ID determination

The assignment of an ID to an already existing user for re-identification is straightforward using the confidence score \(C\) obtained from the previous step. If the user has been determined as already known, it means that the majority of votes are given to a particular user ID which is the one assigned in the re-identification task.

6. Evaluation

Several re-identification datasets with RGB [9, 14] and RGB-D data [2] exist, but to the best of our knowledge no dataset containing all three modalities exists. We have therefore recorded a novel re-identification tri-modal dataset.

The dataset consists of 35 people passing by the sensors twice for 70 passes in total. The vantage point is up and
slightly off to the side to mimic a classic surveillance camera setup. All images are 640×480 pixel. Some sample images from each modality are shown in Figure 5.

The tests were conducted by first extracting the aforementioned features from all passes. As this system is a re-identification system with online enrollment, there is no explicit training phase. Instead, the persons are enrolled if they are very different from previous seen persons.

Since the order of passing will influence the re-identification performance, the system was tested in a random 5-cross validation. We tried the different sets of modalities as input features and found that the best combination of features is the late fusion considering the three sets of modalities with weights: \( \alpha = \frac{1}{3}, \beta = \frac{1}{3}, \) and \( \gamma = \frac{1}{3} \) to fit the tri-modal scheme. The results are presented both individually and averaged in terms of: A) passes correctly classified as a new person, B) passes wrongly classified as a new person, C) the number of correctly re-identified persons, D) the number of wrongly re-identified persons, and E) the number of persons ignored, see Table 1.

If an application requires every single person to be re-identified, then it can be inferred from the table that the performance of our system is 39.4%. In most cases, however, re-identification is used to measure the overall flow and the important issue is therefore to have an acceptable number of true positives and a low number of false positives, where especially the latter is clearly obtained in our system. For comparison a commercial re-identification system based on Wi-Fi signals from smartphones operates with a performance of approximately 50% [19].

Similar to others working on re-identification we also compute the CMC-curve to show the recognition performance for different rank values, see Figure 6. Each of the dashed lines is a CMC-curve for a single run. The thick black line is the mean CMC of the 5 runs.

Since this is the first work on tri-modal re-identification we cannot compare our results directly with those of others. Instead in Table 2 we list the rank-1 results of previous works. Please note that very different datasets and setting were used in these works and that no final conclusions therefore can be drawn. The results, however, seem to indicate the quality of our tri-modal approach, especially since we do not have a training phase as most others do.

### Table 1: Re-identification results.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run 1</td>
<td>35</td>
<td>10</td>
<td>16</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>Run 2</td>
<td>34</td>
<td>12</td>
<td>12</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>Run 3</td>
<td>33</td>
<td>13</td>
<td>13</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Run 4</td>
<td>34</td>
<td>12</td>
<td>15</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>Run 5</td>
<td>34</td>
<td>10</td>
<td>13</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>Average</td>
<td>34</td>
<td>11.4</td>
<td>13.8</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>Percentage</td>
<td>93.2%</td>
<td>6.8%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Figure 6: CMC-curve performance.
Table 2: Data types and rank-1 results of recent re-identification works. Note that several works test on a number of different settings and different datasets. In such cases the table contains the average of the best results.

7. Concluding remarks

We proposed a tri-modal re-identification system based on RGB, depth, and thermal descriptors. Three modalities were aligned, and robust discriminative features codifying soft biometrics were computed. The modalities were combined in a late fusion fashion, being able to predict a new user in the scene as well as to recognize previous users based on a combined rule cost. We tested our tri-modal re-identification system on anovel tri-modal dataset. Our results showed that the combination of all three modalities is the one that achieved better performance. A place to improve the system is in the determination of new persons. Nearly all new persons are detected as such, but there is a substantial amount of wrong New Persons. That is not a big issue with regards to re-identification performance, as presumably they will also be difficult to re-identify (they are only detected as new because they are not similar to the known persons), and in many applications it is not critical to be able to re-identify each and every subject. However, fewer wrong New Persons will result in a lower absolute re-identification rate.
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