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Abstract

This work introduces a new dataset and framework for the exploration of topological data analysis (TDA) techniques applied to time-series data. We examine the end-to-end TDA processing pipeline for persistent homology applied to time-delay embeddings of time series – embeddings that capture the underlying system dynamics from which time series data is acquired. In particular, we consider stability with respect to time series length, the approximation accuracy of sparse filtration methods, and the discriminative ability of persistence diagrams as a feature for learning. We explore these properties across a wide range of time-series datasets spanning multiple domains for single source multi-segment signals as well as multi-source single segment signals. Our analysis and dataset captures the entire TDA processing pipeline and includes time-delay embeddings, persistence diagrams, topological distance measures, as well as kernels for similarity learning and classification tasks for a broad set of time-series data sources. We outline the TDA framework and rationale behind the dataset and provide insights into the role of TDA for time-series analysis as well as opportunities for new work.

1. Introduction

Topological data analysis (TDA) has shown to be a powerful tool for analyzing complex data sets. Techniques such as persistent homology [11] have led to new insights and methods for exploring the topological properties and shape of data. TDA techniques have been applied to diverse problem sets including 3D shape matching [4, 26], recurrent system modeling [30], and periodicity detection [25]. Of recent interest is the exploration and application of TDA to time-delay embeddings of time series for the modeling and classification of dynamical systems and time-varying events [33, 24, 34].

Time-delay embeddings have primarily been considered in the context of analyzing dynamical systems [31], where a time-delay embedding of time-series data can be used to recover the underlying dynamics of a system. As a result, the time-delay embedding model has been used by a number of techniques including chaotic attractors [2] and more recently considered jointly with TDA, for example, in analyzing human speech [3] and classification [24, 12]. While TDA techniques show promise as a powerful descriptor for modeling and understanding time-series, there currently does not exist a comprehensive study characterizing these techniques in the context of broader types of time-series sources that are currently being considered by the larger research community.

This work is motivated by two recent and growing trends in TDA. First, with the development of more computationally efficient TDA techniques [29, 9, 16], it is now possible to consider larger and more realistic datasets. For example, the recently introduced sparse filtration technique [29] enables linear-size approximations of the Vietoris-Rips filtration, which is a core component for many TDA tasks, and enables the efficient construction of persistence diagrams. Similarly, the recent geometry-aware technique [16] for computing Wasserstein and Bottleneck distances on persistence diagrams provides a computationally efficient means for measuring similarity across persistence diagrams. With these advancements come new opportunities in TDA and time-series applications, such as change point detection [15], motif finding [18], and classification [3].

Second, there has been a growing trend in exploring how topological information can be used to form geometry and topology enriched representations for machine learning [22, 21]. While techniques for building topological features have been developed, it has been only recent that topology has been considered in the context of the large class of kernel-based learning techniques. In [26], a multi-scale kernel for persistence diagrams is introduced that defines a persistence scale space kernel, providing the connection between persistence diagrams and widely-used kernel based techniques, such as SVM and PCA.

With these new opportunities in TDA come new challenges. To date, there does not exist a comprehensive topological dataset targeted to both practitioners and researchers alike for exploring topological properties and performance of TDA techniques against well-studied time-varying data.
sets. To address this gap, this work introduces a new time-series topology dataset, TS-TOP and a framework for capturing the end-to-end TDA processing and data pipeline. We discuss the processing pipeline and new dataset and explore the sensitivity and applicability of TDA methods for characterizing complex time-varying events and dynamics.

The goal of the dataset and framework is to identify new opportunities for applying TDA to new domains and make accessible datasets and advanced topological techniques to researchers outside the topology community. We hope that this work can help to further development of efficient computational tools and new TDA based learning applications.

2. Time-series TDA Processing Pipeline

In this section, we introduce the main components of our time-series processing framework that was used to create the TS-TOP dataset. Different from existing publicly available computational frameworks targeted for general TDA [32, 20, 19], our framework explicitly considers TDA in the context of time-series analysis, where the focus is on exploring topological properties with respect to different delay-embeddings, approximations, and time-series learning tasks. Our time-series processing pipeline is shown in Figure 1.

Time-delay Embedding: Following [23, 31] for general time-series data and built upon by [25] to explore topological properties of 1-dimensional time-varying signals, we construct a time-delay embedding of the input signal. The embedded signal is then partitioned into segments of a specified length.

Formally, given a 1-dimensional signal \( f \) of length \( n \), the time-delay embedding of \( f \) is the set of points \( X = \{ x_t, x_{t+1}, \ldots, x_{t+(n-m)} \} \), where \( x_t = \{ f_t, f_{t+1}, \ldots, f_{t+m} \} \) and \( x_t \in \mathbb{R}^{m-1} \). While it is possible to examine the topology using all of \( X \), for time-series it is of interest to examine the embedded points as a function of time. Therefore, for single-source continuous signals, we partition \( X \) into a set of segments \( \{ S_j \} \), such that \( S_j = \{ x_j, x_{j+1}, \ldots, x_{j+k} \} \), where \( k \) is the segment length and \( j \) is the segment start. For multi-source signals, we represent each signal source as one segment, such that the point cloud \( X \) comprises a single segment. Additional details of the dataset types can be found in Section 3.

Persistence Diagrams: Given the segments, we wish to explore the topology of each segment through the analysis of the embedded point cloud and its persistence diagram. Persistence diagrams [10] provide a concise description of the topological changes over all scales of the data. This multiple scale viewpoint of the data can be realized via persistent homology [10] through a filtration on the data which captures the growth, birth, and death of different topological features across dimensions (e.g. components, tunnels, voids). From this filtration, the birth and death of a \( k \)-dimensional component can be described by a point \((a, b)\) in the persistence diagram of dimension \( k \), where \( a, b \) is the birth and death times respectively. A key challenge associated with computing persistence is its dependence on the filtration size, which grows as \( O(n^{k+1}) \) for simplices up to dimension \( k \). We use the recent sparse Vietoris-Rips filtration [29] to produce a linear-size filtration, which is then used in the computation of the persistence diagram via the standard pairing algorithm [10].

The persistence diagram is comprised of the set of all \( k \)-dimensional birth-death pairs forming a multiset of points in \( \mathbb{R}^2 \). These pairings capture the topology of the space across all scales such that a significant topological feature persists as a function of time [10]. Specifically, we are interested in exploring the 1-dimensional persistence diagrams, which provides a concise description of topological 1-dimensional cycles that may exist in the data. This is particularly informative, as such cycles can provide insights into periodic and repetitive patterns often found in time-series data and can serve as important discriminating descriptors [25]. Therefore, we focus our efforts on computing and analyzing 1-dimensional persistence diagrams for the characterization of periodic and repetitive patterns.

Distance Measures: Given persistence diagrams it is only natural to want to compare diagrams with respect to topological similarity. A distance metric for persistence diagrams provides a means for relating the topology of data and more generally the datasets in terms of topological similarity and has received much attention [1, 14]. In general persistence diagrams are stable, where small changes in the data results in small changes in the diagram [7]. Two common distance metrics are the Wasserstein and Bottleneck distances. Wasserstein distance is defined as the sum of the \( q \)-th powers of the distances between points across all matchings between persistence diagrams. A specialization of the Wasserstein distance is the bottleneck distance, which is the Wasserstein distance in the limit as \( q \) goes to infinity, and is the largest distance between two points in the best matching [10]. In the case of the bottleneck distance it is stable with respect to perturbations [7]. We use these distance measures to compute all-segment pairwise distances across all time-series datasets utilizing recent efficient techniques introduced in [16].

Topological Kernels: A growing area of interest is the use of topological information for machine learning tasks. Prior approaches focused on feature-based descriptors built directly from persistence diagrams. For example, in [22] the persistence diagrams are rasterized as images and an image-based feature is then derived and used to build a standard image-based kernel to train an SVM classifier. Such approaches impose arbitrary representations on top of the persistence diagram in order to utilize traditional learning techniques with topology. Alternatively, [17] considers
the Wasserstein and Bottleneck distance measures for the task of recognition by formulating the problem as a nearest neighbor finding task. While using similarity for recognition is well motivated, it is also desirable to consider topology with a larger class of machine learning techniques.

The recent work of [26] provides a bridge between topology and the class of popular kernel-based learning methods, such as kernel support vector machines (SVM) and kernel PCA. These techniques are advantageous for learning as they do not require an explicit feature representation and are generally efficient to compute. In [26], a new multiscale kernel is derived based on heat diffusion of points in the persistence diagram, and is shown to be stable with respect to the 1-Wasserstein distance. Using this approach, learning tasks such as classification can be performed by constructing kernels directly from the persistence diagrams.

3. A Time-series Topology Dataset (TS-TOP)

Datasets provide a critical tool for research and exploration. This is especially important for TDA, where there is much interest in seeking out new applications that build upon the strong theoretical foundations developed by the topology community. However, to fully explore the applicability of topological techniques for both researchers and practitioners, a comprehensive dataset is advantageous.

We address this gap by developing a topology time-series dataset that captures, stores, and explores the end-to-end TDA pipeline for a diverse set of time-series datasets. Specifically, the work considers two broad types of time-series sources: (1) single-source continuous signals that can be decomposed into a series of temporal segments and (2) multi-source single segment signals, where there are multiple signal sources and each source signal is its own segment. For both data types we consider a diverse collection of time-series data that have been annotated and used by the research community for time-series analysis. A short description of each dataset is provided below:

**Single-source Continuous Signals:**
- **Activity** [5]: Three-dimensional accelerometer measurements capturing movements for 15 human participants and 7 daily activities.
- **Walking** [5]: Three-dimensional accelerometer measurements of 22 people walking along predefined and free-form paths.
- **MOCAP** [8]: Motion capture data capturing multiple types of human motion.
- **Kitchen** [8]: Motion capture data capturing multiple prescribed kitchen tasks.
- **EEG** [28]: EEG sensor data capturing eye state.
- **PAMAP** [27]: Physical Activity Monitoring for Aging People: human motion measurements for 19 different activity types.
- **Bird Sounds** [13]: Audio recordings of different bird species with multiple recordings per species type.

**Multi-source Signals:**
- **UCR** [6]: 47 time-series datasets broadly categorized by type: Image, Motion, Sensor, & Simulation. The segment size is set to the signal length and the window size is varied. The same features, distances, and kernels are computed, as outlined in Table 1.
Table 1: Single-source continuous time-series datasets, where feature types are PD for the x-dimensional persistence diagram and CI is the chaotic invariant feature [2]. W and B are the Wasserstein and Bottleneck distances, respectively. SSK is the scale-space kernel [26], and RBF is the Radial Basis kernel. Note only the Run and Walk labels are included for CMU Mocap.

Additional statistics about the single-source datasets can be found in Table 1 and the list of multi-source datasets from the UCR collection are listed in Figure 5.

4. Analysis of TDA for Time Series

A main result of the time-series topology dataset and framework is that it enables the exploration of a broad set of time-series data sources with respect to their topological properties, as well as enhances understanding of the applicability and limitations of current TDA techniques. In this section, we apply our processing pipeline to the datasets listed in Section 3 and discuss initial findings.

For each dataset, we partition the input signals into a series of segments, compute delay coordinate embeddings, and generate persistence diagrams. Each stage is fully tunable, where segment size, segment overlap, and window size (embedding dimensionality) can be controlled. Further, we compute the linear-sized approximate Rips filtration [29], with the ability to compute the full Rips filtration, when generating the persistence diagrams, allowing us to explore how well topological features are preserved and discover any application sensitivities. Finally, to explore the discriminating and learning potential of the topological information, we compute both Wasserstein and Bottleneck distances between all segment pairs and configurations, as well as the scale-space persistence kernel [26].

The full provenance of all intermediate representations and outputs for all parameter configurations are stored for each dataset. For example, for the Activity dataset there are 11,556 pre-computed segments generated across 3 dimensions and 2 segment sizes of 1000 and 2000 respectively. For each of the segments computed from the Activity dataset, we consider three window sizes (embedding dimensionality) 50,100,150 yielding 34,668 point clouds for which both 0 and 1 dimensional persistence diagrams are computed. Finally, both Wasserstein and Bottleneck distances for all segment pairs for a given segment and window size are computed. Similarly, we construct the scale-space kernel. This process is repeated for each time-series dataset.

We believe this comprehensive approach to the collection of topological data to be valuable, as it enables researchers from outside the topology community to explore the space of topological information across datasets without necessarily requiring expert knowledge of the topological approaches or the investment in the time and computational resources needed to generate the data. In addition, our framework can be extended to include new datasets as well as new performance comparisons and evaluations.

The following sections highlight initial insights that were gained while examining the topological properties of the various datasets. The purpose of this discussion is to provide general findings and comparisons, it is not to provide a comprehensive survey or detailed comparison of TDA techniques against the current state-of-the-art in time-series analysis. However, we anticipate that this dataset can be used as a tool to help enable such endeavors in the future.

4.1. Approximation Sensitivity

As previously discussed, we use the linear-size sparse Vietoris Rips filtration of [29] for the computation of persistence. An attractive property of the filtration is its provable guarantees in approximating the persistence diagram with respect to the full filtration. However, the approach makes strong assumptions on the doubling dimension of the metric space formed by the point cloud. If this quantity happens to be large for a given point cloud, then the filtration size necessary to produce a target approximation can become huge.

For time-delay embeddings, we wish to see if their point distributions adhere to the metric assumptions made in [29]. Specifically, we explore the impact of the approximation as it applies to differences in the persistence diagrams between the full rips filtration and approximate version. To this end, we compare the approximation accuracy by bounding the maximum number of simplices as a function of the number of points in the delay embedding for each segment. Let \( k \) be the segment size and \( w \) be the window size, then the number of embedded points is \((k - w)\). The maximum number of simplices can be bounded by the total number of points such that the maximum simplices is \((k - w)^{d+1}\) for simplices up to dimension \( d \) [29]. This bound is used to evaluate the trade
offs between approximation accuracy and performance.

We highlight these trade-offs for the Activity dataset in Figure 2. We show the Bottleneck and Wasserstein distances between the persistence diagram constructed from the Rips filtration and the approximate filtration. For each segment, we set the maximum simplices to $\alpha(k - w)^2$ and study the approximation for different values of $\alpha$. The sparse filtrations are parameterized based on the maximum number of simplices allowed in the filtration – in turn this sets the approximation accuracy of the persistence diagram.

We make several observations from our results for motion-based time-series. We find that the linear-size claims of [29] require very large constants – proportional to the number of points – to obtain persistence diagrams of reasonable accuracy. This is indicative of the complexity of the time-delay embeddings, producing point clouds whose doubling dimensions are likely very large. On the positive side, we observe that the bottleneck distance tends to grow sublinearly as a function of the segment size, for sufficiently large values of $\alpha$. This implies that we can afford a smaller constant $\alpha$ as the length of the time series increases, demonstrating the potential scalability of sparse filtrations when applied to long segments.

![Figure 2: Approximation error in terms of distance of approximate sparse-filtration from baseline persistence diagram utilizing exact Rips filtration for increasing segment sizes and maximum simplices for the Activity dataset.](image)

**4.2. Distance Measures**

The Wasserstein and Bottleneck distances provide a means for comparing the topological similarity between persistence diagrams. To evaluate this similarity space with respect to different class types, we compute the distance for all pairs of persistence diagrams and classes. Figure 3 shows the distance matrices for the Activity dataset, where the segments are grouped by class label. For in class segments the distances between persistence diagrams should be close to zero, while across classes the distances should be larger. We observe that the differences in topology tends to be uniform, i.e. *Working at Computer*, while for other classes such as *Walking*, the distances between diagrams is more varied indicating larger variability in the topology of segments within the class. Likewise, classes such as *Going Up/Down Stairs* are highly discriminating as indicated by the large distances to all other classes. However, for other datasets such as the Bird dataset, the distances are not as discriminating having high variability within all classes, making distance alone insufficient for discriminating between class types as shown in Figure 3 bottom.

**4.3. Classification**

This section explores classification of time-series events and highlights results for both single-source continuous and multi-source dataset types.
**Single-Source Continuous Signals:** We investigate the classification performance across time-series data sources using the scale-space topological kernel [26] and kernel-SVM classifier. We consider the RBF kernel as our general time-series classification baseline and additionally compare with the chaotic invariant feature [2]. The chaotic invariant feature is specifically tailored to concisely modeling the dynamics described by time-series. For example it has been used in computer vision applications to describe the time-varying dynamics of trajectories, pixel intensities, and flow vectors.

In Figure 4, we compare the classification accuracy of the chaotic invariant feature and scale-space kernel across sensors and dimensions for the MOCAP dataset. First we explore how the automatic time-delay and window estimation technique outlined in [2] behaves with respect to setting the per segment delay and dimension across sensors and dimensions. Figure 4a shows the min, max, and average delay and dimension selected using the estimation technique. As shown, the parameters vary significantly as a function of both sensor source and dimension.

Next, we examine classification performance and show results for the MOCAP dataset in Figure 4b. For this experiment, we fix the segment size to 150 and consider both a fixed window of 15 as well as allow the window to vary using the automatic estimation technique of [2]. For training, the segments are divided into 100 train/test splits and cross-validation is performed to set hyperparameters for both the scale-space kernel and SVM model. For each sensor (head, lfemur, rhumerus) and dimension (0,1,2), we construct a scale-space kernel and train individual classifiers. We also average all of the kernels and similarly train a classifier using the averaged kernel. We show the classification accuracy across all kernels, where the averaged kernel achieves higher accuracy than the chaotic invariant feature indicating that the scale-space kernel can be a strong discriminator for such trajectory-based data sources. Further we show that the auto-selected per segment window size does not perform as well for classification as the fixed window size for this case, indicating that there may be key topological information that is not being captured by the smaller window sizes.

**Multi-source Signals:** We next explore the classification performance with respect to the UCR datasets. We characterize the discriminating ability of the scale-space kernel with respect to different window sizes and category types. The goal is to gain an increased understanding on what types of time-series data can benefit from TDA. Shown in prior work, time-delay embeddings are well suited for modeling time-series of dynamical systems [31]. We explore this property and the general informativeness of topology for classification across all UCR data set types.

Figure 5 compares the relative classification accuracy. We consider window sizes of 10,20,30 and construct independent scale-space kernels for each window size and then train separate SVM classifiers. For reference, we show the performance of a SVM classifier utilizing the RBF kernel. In general the topological based kernels perform relatively well for datasets belonging to the Motion and Sensor categories and specifically for those which are physically and trajectory based, for example SonyAIBORobotsurface and UWaveGestureLibraryAll. On the other hand, non-physical based datasets such as WordSynonyms performs poorly as it
is unclear what discriminating topological structure should be present. In general, the results shown that TDA may be less effective for certain classes of time-series data.

To gain additional insight into the sensitivity of window size with respect to classification performance, we consider the classification accuracy for different window sizes and examine the class separability of the scale-space kernel. Figure 6 shows the classification results for the UCR SonyAIBORobot dataset following the same training methodology as previously described. We also visualize the segment similarity space to highlight class separability as a function of window size by embedding the segments into 2D according to their relative scale-space similarity with all other segments. As shown, the classification accuracy is directly related to the separability of the two classes with respect to the scale-space similarity. As highlighted, selecting the correct window size requires careful consideration.

4.4. Time-varying Analysis

Finally, we examine the time-varying nature of the single-source continuous datasets, where the streaming signal describes events appearing and evolving over time. In order to better understand how the topology changes, we introduce a new tool for visualizing persistence diagrams of time-varying signals. For a given signal, we consider segments of the same class and build a probability density function over the set of persistence diagrams, where kernel density estimation (KDE) using a Gaussian kernel is used.

Figure 7 illustrates the different density functions with respect to class type for the Activity dataset. Note the strong 1-dimensional persistent features captured in the Working at Computer class for early birth times. On the other hand, the persistent features are more uniformly distributed for the Standing and Talking while Standing classes. Further a unique distribution at early and late birth times exists for the Walking class. Finally, the remaining classes exhibit lower persistent features more uniformly across all birth times, in-

Figure 5: Classification accuracy of scale-space kernel across all UCR time-series datasets organized by data type. Results shown for window sizes of 10,20,30 with RBF Kernel performance for reference.

Figure 6: Delay Embedding Sensitivity: Classification results for scale-space kernel with window sizes of 10,20,30 on the UCR SonyAIBORobot dataset. Visualization depicts class separation of segments for different window sizes.
indicating that the topological information may be less discriminating for these event types. We believe this type of visualization provides a useful and concise summarization of topological variation.

We examine one of the less informative classes in more detail. Specifically, consider the segments labeled Talking while Standing. The segments are split into three contiguous groups, where for each group, the density maps are computed. See Figure 8. With this finer-detailed summarization new interesting topological features are revealed. Specifically, we observe that for the Talking while Standing activity, the topology is evolving over time, taking on very different structure, where initially there are strong high persistent features with early birth times and to a lesser degree a few significant features with late birth times. However, as the action progresses the late birth time features disappear and once again reappear. This indicates that there is important information regarding the time-varying nature of the signal that is captured through topology, which is not necessarily captured by an individual analysis of the persistence diagrams. We believe this is an interesting area for future work.

5. Conclusions

This paper introduces a new time-series topology dataset, TS-TOP for exploring the topology of time-delay embeddings. We examine the topological properties of well-known time-series datasets and introduce a computational framework for enabling the processing, characterization, and analysis of time-series data. The main goal of the dataset and associated computing framework is to expose new opportunities for applying TDA to new domains as well as increase the accessibility of relevant datasets and advanced topological techniques to researchers from both within and outside the topological community.
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