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Abstract

Top-down saliency models produce a probability map

that peaks at target locations specified by a task/goal such

as object detection. They are usually trained in a super-

vised setting involving annotations of objects. We propose a

weakly supervised top-down saliency framework using only

binary labels that indicate the presence/absence of an ob-

ject in an image. First, the probabilistic contribution of each

image patch to the confidence of an ScSPM-based classi-

fier produces a Reverse-ScSPM (R-ScSPM) saliency map.

Neighborhood information is then incorporated through a

contextual saliency map which is estimated using logistic

regression learnt on patches having high R-ScSPM saliency.

Both the saliency maps are combined to obtain the final

saliency map. We evaluate the performance of the proposed

weakly supervised top-down saliency and achieves compa-

rable performance with fully supervised approaches. Ex-

periments are carried out on 5 challenging datasets across

3 different applications.

1. Introduction

A saliency map can be thought of as a probability map

in which the probabilities of pixels belonging to salient re-

gions are mapped to intensities. It helps to reduce the search

space for further processing, for example, in object segmen-

tation. Bottom-up saliency aims to locate regions in an im-

age that capture human fixations within first few millisec-

onds after the stimulus is presented [4, 14]. Here, feature

contrast at a location plays the central role, with no regard

to the notion of an object, although high-level concepts like

face have been used in conjunction with visual cues like

color and shape [23]. Lack of prior knowledge about the

target in goal-oriented applications such as object detection

and object class segmentation limits its utility. For exam-

ple, the saliency maps produced by recent bottom-up ap-

proaches [10, 39] cannot discriminate between bus, person

and bicycle in Fig. 1(b, c).

On the contrary, top-down approaches utilize prior

(a) (b) (c)

(d) (e) (f)

Figure 1. Comparison of our top-down saliency with bottom-up

methods. (a) Input image, (b) saliency map of [10], (c) [39]; pro-

posed top-down saliency maps for (d) bus (e) bicycle and (f) per-

son categories.

knowledge about the target for better estimation of saliency.

The top-down saliency models produce a probability map

that peaks at target/object locations [5, 36]. Our objective

is to generate top-down saliency maps like those shown in

Fig. 1(d, e, f). They were generated using the proposed

method to identify probable image regions that belong to

bus, bicycle and person separately.

Most methods for top-down saliency detection learn ob-

ject classes in a fully supervised manner, where an ex-

act object annotation is available. The learning compo-

nent enables either discrimination between object classes

or generation of saliency models of objects. Weakly su-

pervised learning (WSL) alleviates the need for such user-

intensive annotation by providing only class labels for an

image during learning. The top-down saliency method us-

ing WSL [25] employs iterative refinement of object hy-

pothesis on a training image. The proposed weakly super-

vised top-down saliency approach (Fig. 2 (e)) does not re-

quire these iterative steps, but produces a saliency map that

is even comparable to fully supervised approaches as shown

in Fig. 2(b, c, d).

In the proposed method, first, an ScSPM-based image

classifier [37] is trained for an object category. On a val-
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Figure 2. Our weakly supervised top-down saliency map in com-

parison with fully supervised methods. (a) Input images, person

and bicycle saliency maps of (b) [36], (c) [20], (d) [5] and (e) pro-

posed method are shown in row 1 and row 2 respectively.

idation/test image, the classifier gives a confidence score

indicating the presence of the object. The probabilistic

contribution of each patch in the image to this confidence

score is analyzed to estimate its Reverse-ScSPM (R-ScSPM

) saliency. The patches having high R-ScSPM saliency are

generally from object regions, but they lack contextual in-

formation. For high-level understanding of the surround-

ing spatial region, contextual information of the patch is re-

quired. Hence, we incorporate a contextual saliency module

that computes the probability of object presence in a patch

using logistic regression trained on contextual max-pooled

vectors [5]. The training of contextual saliency needs a set

of positive patches from the object region and a set of ran-

dom negative patches from images that do not contain the

object. Since a patch-level annotation is not available, we

use patches from the positive training images having high

R-ScSPM saliency to train the contextual saliency. The

contextual saliency inferred on a test image is combined

with the R-ScSPM saliency to form the final saliency map.

R-ScSPM saliency considers the spatial location of patch

through backtracking max-pooled vector whereas contex-

tual saliency considers its spatial neighborhood informa-

tion, thereby complementing one another. We also pro-

pose a classifier confidence-based refinement to the saliency

map. Besides illustrating the accuracy of saliency maps pro-

duced by the proposed method, we demonstrate its effec-

tiveness in applications like weakly supervised object anno-

tation and class segmentation.

2. Related Work

Kanan et al. [17] proposed a top-down saliency ap-

proach which uses object appearance cues along with loca-

tion prior. It fails if the object appears at random locations.

Closer to our framework, [36] proposed a fully supervised

top-down saliency model that jointly learns a conditional

random field (CRF) and dictionary using sparse codes of

SIFT features as latent variables. The inability to discrim-

inate similar objects (e.g. car and bike) and lack of con-

textual information causes a large number of false detec-

tions. [20] improves upon this by considering the first and

second order statistics of color, edge orientation and pixel

location within a superpixel, along with objectness [3] in-

stead of SIFT features. Khan and Tappan [18] use label and

location-dependent smoothness constraint in a sparse code

formulation to improve the pixel-level accuracy of [36] at

the expense of increased computational complexity. Zhu

et al. [41] proposed a contextual pooling based approach

where LLC [35] codes of SIFT features are max-pooled in a

local neighborhood followed by log-linear model learning.

By replacing LLC codes with locality-constrained contex-

tual sparse coding (LCCSC), [5] improves [41] with a care-

fully chosen category-specific dictionary learned from the

annotated object area. The proposed method uses a smaller

dictionary which is not category-specific. Discriminative

models [38, 32] often represent a few patches on the ob-

ject as salient and not the entire object. Hence, such mod-

els end up with low recall rates as compared to generative

models [20, 36]. The proposed framework addresses this

using contextual saliency. In [32], the task of image classi-

fication is improved using discriminative spatial saliency to

weight visual features. A fully supervised CNN-based ap-

proach [40] achieves high accuracy in category-independent

saliency datasets such as PASCAL-S [22] by training on

large datasets such as ImageNet [30], which is known to

be computationally intense.

The use of weak supervision in top-down saliency has

largely been left unexamined. DSD [12] uses a weakly

supervised setting where bottom-up features are combined

with discriminative features that maximize the mutual in-

formation to the category label. The lack of contextual fea-

ture information limits its performance in images contain-

ing background clutter. In [25], a joint framework using

classifier and top-down saliency is used for object catego-

rization by sampling representative windows containing the

object. Their iterative strategy leads to inaccurate saliency

estimation if the initialized windows do not contain the ob-

ject.

Since we demonstrate the usefulness of our saliency

maps for object annotation and class segmentation, we re-

view closely related works in these areas. The class seg-

mentation approach of [11] uses superpixels as the basic

unit to build a classifier using histogram of local features

within each superpixel. Aldavert et al. [2] computes multi-

class object segmentation of an image through an integral

linear classifier. A much larger codebook of 500,000 atoms

is used compared to only 1536 atoms in our framework.

Training of shape mask [24] requires images to be marked

as difficult or truncated in addition to the object annotation.

The proposed method produces better results by just using a

binary label indicating the presence or absence of object of

interest. Co-segmentation approaches [29, 13, 15, 16, 19]

segment out the common objects among a set of input im-

ages. Semantic object selection [1] collects images with

white background from the internet using tag-based image

retrieval. A saliency model is proposed in [33] to address

the object annotation task [26, 34].
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Figure 3. Illustration of our R-ScSPM saliency estimation and patch selection for dog category. Red arrows indicate the proposed R-

ScSPM framework. The elements zi of Z having (wizi > 0) are traced back to the image patches A, B and are added to Ω. The patch

C /∈ Ω as it does not contribute positively to classifier confidence. For a patch A ∈ Ω, R-ScSPM saliency P (rA, cA, pA) is evaluated by

setting the sparse codes of all patches except A to ~0 forming UA followed by a scalar product (·) with the classifier weight W . Similar

procedure is followed for all patches in Ω. The patch A is selected as object patch since P (rA, cA, pA) ≥ 0.5.

3. Proposed method

In this section, we first present the weakly supervised

R-ScSPM framework (Fig. 3) to obtain R-ScSPM saliency.

We then introduce contextual saliency (Sec. 3.2) that esti-

mates object presence in a patch by considering its neigh-

borhood information. Training of contextual saliency re-

quires object patches that are selected using the R-ScSPM

saliency map. Finally, during inference (Sec. 3.3), our

framework combines both the saliency maps to generate the

final saliency map.

3.1. RScSPM saliency

3.1.1 Our ScSPM implementation and notations

In our ScSPM-based classifier, dense-SIFT features are ex-

tracted from gray-scale image patches. K-means clustering

of the SIFT features from training images are used to form

a dictionary D of d elements (atoms). The SIFT features

X = [x1, x2...xM ] from M patches of an image are sparse

coded using D to U = [u1, u2...um, ...uM ]. Here, um is a

d-dimensional vector representing the sparse code of a fea-

ture xm from the mth image patch. The spatial distribution

of the features in the image is encoded in the max-pooled

image vector Z through a multi-scale max-pooling opera-

tion F (u1, u2, ..., uM ) of the sparse codes on a 3-level spa-

tial pyramid [21] as shown in Fig. 3. The ith element zi of

Z is a max-pooled value derived using maximum operation

on jth elements of all patches in a spatial region R defined

by i and j = 1 + (i− 1) mod d. It is represented as

zi = max{|u1j |, |u2j |, ....|uqj |}, s.t. 1, 2...q ∈ R. (1)

Let the label Yk ∈ {1,−1} indicate the presence or ab-

sence of an object O in the kth image. If Yk = 1 it is

a positive image, else it is a negative image. Image-label

pairs (Zk, Yk) of L training images are used to train a linear

binary SVM classifier by minimizing following objective

function [8]

argmin
W

‖W‖2 + C

L
∑

k=1

max(0, 1− Yk(W
⊤Zk + bias)),

(2)

where W = [w1, w2....wN ]⊤ and bias are the SVM weight

vector and bias respectively. W is learnt separately for each

object category. N is the length of the max-pooled image

vector Zk and C is a constant. Given a validation/test image

with max-pooled vector Z, the classifier score W⊤Z+bias
indicates the confidence of the presence of object O in it.

3.1.2 R-ScSPM saliency formulation

In an ScSPM image classifier, both the linear-SVM and

multi-scale max-pooling operations can be traced back to

the patch level. This enables us to analyze the contribution

of each patch towards the final classifier score which is then

utilized to generate the R-ScSPM saliency map for an ob-

ject. Since a common dictionary D is learned for all objects
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by unsupervised clustering of random SIFT features from

training images, the correspondence of a particular dictio-

nary atom to an object or background is unknown. ScSPM

stipulates that a patch is representative of its image if its

sparse code makes the largest contribution (max-pooling)

to a particular dictionary atom among other patches in the

same spatial region R. The representativeness, rm, of a

patch m for an image is indicated by the number of times

the elements of that patch’s sparse code made it to the max-

pooled vector. Representative patches may either contribute

positively or negatively to the classifier score with higher

contribution indicating more relevance of the patch to an

object O. The relevance of the patch to the object is de-

noted cm.

It is possible that among the elements of the sparse code

of a patch that contributes positively to the classifier con-

fidence, there are other elements that may contribute neg-

atively. For example, let [um1, 0, ... umj ...0, umd]
⊤ be

the sparse code of a patch m with its jth element umj be-

ing a local maximum in its spatial pyramid region. Al-

though umj contributes positively to the classifier confi-

dence W⊤Z + bias, the other non-zero elements um1 or

umd may contribute negatively, indicating absence of the

object in that patch. So, the relevance of a patch to the ob-

ject requires its contribution to be computed in the absence

of other patches; this relevance is denoted pm. The prob-

ability of a patch m belonging to an object, which in turn

indicates the saliency G of the object, depends on the three

parameters–rm, cm and pm as

G = P (rm, cm, pm) = P (pm|rm, cm)P (cm|rm)P (rm).
(3)

The representative elements of the sparse code um is

identified by

Ψm = {iδ(F
−1

(zi), umj)}, ∀i ∈ {1, 2, ..N}, (4)

where δ is the Kronecker delta function and F
−1

is the in-

verse operation of spatial pyramid max-pooling and the lo-

cation of zi in Z identifies the region R in the spatial pyra-

mid and its position j in the sparse code um. The proba-

bility of representativeness of the mth patch to the image is

then defined as

P (rm) = card(Ψm)/N, (5)

where card(.) represents cardinality and N is the length of

Z.

The classifier confidence is a score indicating the pres-

ence of the object in the image, which proportionally in-

creases from a definite absence (score ≤ −1) to defi-

nite presence (score ≥ 1). Normalizing the confidence

scores between 0 and 1 using parameters β = 0.5 and

b = β(bias+ 1) , we can represent it as the probability

P (Y = 1|F (u1, u2, ..., uM ))

= βW⊤F (u1, u2, ..., uM ) + b,

= βW⊤Z + b = β
∑

∀i∈{1,..N}

wizi + b,

= β
∑

∀i∈Ψm

wizi + β
∑

∀i∈{1,..N}\Ψm

wizi + b,

= f(cm|rm) + β
∑

∀i∈{1,..N}\Ψm

wizi + b,

where f(cm|rm) is the contribution of the patch m to the

image classifier confidence.

Given that the patch is representative of the image, the

probability of it belonging to the object is

P (cm|rm) =

{

f(cm|rm), if f(cm|rm) ≥ 0,

0, otherwise.
(6)

Using the above probabilities, we select a set Ω of all

patches that contribute positively to the classifier confidence

as

Ω = {P (ct|rt)P (rt) > 0}, ∀t = 1, 2, ..., M. (7)

The net contribution of a patch m ∈ Ω in the absence of

other patches is

P (pm|rm, cm) = βW⊤F (~0.., um, ...,~0) + b, (8)

where F (~0.., um, ...,~0) is the max-pooling operation per-

formed by replacing the sparse codes of all other patches

with a zero vector ~0 of size d to form a max-pooled vector

Zm.

Implementation details. Fig. 3 illustrates three patches

A, B and C on an image and their corresponding sparse

codes. The classifier score W⊤Z + bias indicates the con-

fidence of the presence of object as mentioned earlier. Each

element zi of Z has a corresponding weight wi. The ele-

ments from the Hadamard product W ◦ Z with wizi > 0
mark the patches A and B that contribute positively to

the classifier confidence through a F
−1

(.) operation, i.e

the set Ω. The contribution of patch A in the absence

of other patches is evaluated using max-pooling operations

F (~0.., uA, ..,~0) on sparse code vectors UA in which sparse

codes of all other patches except uA are replaced with ~0
forming max-pooled vector ZA. The R-ScSPM saliency of

a patch m is given by

P (rA, cA, pA) =

{

βW⊤F (~0.., uA, ..,~0) + b if A ∈ Ω,

0 otherwise.

(9)
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3.2. Contextual saliency training

The purpose of contextual saliency is to include neigh-

borhood information of a patch. Previous top-down

saliency approaches [5, 41] use a fully supervised setting

to select object patches to train their contextual saliency

module. In our approach, we remove this requirement

by using object patches that are extracted by R-ScSPM

saliency. From positive training images, patches with R-

ScSPM saliency G > 0.5 are selected as positive patches

with label l = +1, while random patches are selected from

negative images with patch label l = −1. The selected

patches are indicative of belongingness to an object cate-

gory. In fig 3, patch A having P (rA, cA, pA) ≥ 0.5 is se-

lected for contextual model training while patch B having

P (rB , cB , pB) < 0.5 is removed.

For the selected patches, a 13× 13 neighborhood of sur-

rounding patches are divided into a 3 × 3 spatial grid fol-

lowed by max pooling of sparse codes over each grid and

concatenated to form a context max pooled vector ρ. A lo-

gistic regression model with weight v and bias bv is learned

using positive and negative patches from the training images

to form the contextual saliency model [5]. Since the sparse

codes for every patch is already computed for R-ScSPM,

max pooling over the context of a patch followed by logis-

tic regression learning is the only additional computation

required for this contextual saliency model.

3.3. Saliency Inference

On a test image, the contextual saliency L is inferred

using the logistic regression by

P (l = 1 | ρ, v) =
1

1 + exp(−(vT ρ+ bv)
, (10)

where P (l = 1 | ρ, v) indicates the probability of presence

of an object in a patch and ρ is the contextual max-pooled

vector for a test patch. For each patch, the contextual and R-

ScSPM saliency values are combined as GL+ 0.5(G+ L)
and normalized to values in [0, 1] to form the saliency S.

We choose this combination criteria instead of a product

between the two, since the R-ScPSM saliency values are

non-zero only for R-ScSPM selected patches.

Classifier-based refinement. The saliency map is re-

fined using the same image classifier used for R-ScSPM

saliency having SVM parameters (W, bias). Given a test

image, we compute its classifier confidence W⊤Z + bias.

The test image could either contain a single class or multiple

classes. For the former, as in the Graz-02 dataset, the clas-

sifier estimates the presence or absence of an object. How-

ever, for multiple classes, thresholding of classifier confi-

dence determines the presence or absence of an object. Dur-

ing training, we compute the average classifier confidences

W⊤Zj for all positive training images j in each run of K-

fold learning (K=15). The mean of K such values is used

(a) (b) (c) (d) (e) (f)
Figure 4. Illustration of individual stages of the proposed model.

(a) Input image, (b) patches in Ω and (c) patches selected by

thresholding (d) R-ScSPM saliency map. (e) contextual saliency

map and (f) final saliency map.

as the final threshold thO to indicate the presence of object

O on a test image. To avoid situations where false nega-

tive values drastically reduce the threshold, we maintain the

lowest possible confidence value as −0.5. If W⊤Z < thO,

it is less probable that the object O is present in that im-

age, and therefore, there will be no salient object marked in

the image. However, if W⊤Z > thO, the saliency of the

patch is retained as S. Pixel-level saliency maps are gener-

ated from patch-level saliency S using Gaussian-weighted

interpolation as in [5].

4. Experimental evaluation

We evaluate the performance of our weakly super-

vised top-down saliency model on 5 challenging datasets

across three applications. We compare with other top-

down saliency approaches using Graz-02 [27] and PASCAL

VOC-07 [6] segmentation datasets. The top-down saliency

map is applied to the tasks of class segmentation, object

annotation and action-specific patch discovery on Object

Discovery dataset [29], PASCAL VOC-07 detection dataset

and PASCAL VOC-2010 action dataset [7] respectively. All

these datasets are challenging, especially from a weakly

supervised training perspective, due to heavy background

clutter, occlusion and viewpoint variation.

We maintain the same parameters across the datasets.

Following [36], SIFT features are extracted from 64 × 64
patches on a grayscale image with grid spacing of 16 pix-

els. The dictionary size for sparse coding is set to 1536 dis-

regarding individual object categories whereas in [36, 20]

separate dictionaries of size 512, corresponding to each ob-

ject category are iteratively learned. The size of the context-

pooled vector is 9× 1536 = 13824.

4.1. Analysis of individual components

Fig. 4 shows a visual comparison of the effect of each

stage in our proposed method. For a test image, the patches

in Ω (refer Fig. 3) from the R-ScSPM pipeline are shown

in Fig. 4(b) and the R-ScSPM saliency map is shown in

Fig. 4(d). This saliency map is thresholded at 0.5 to obtain

the most relevant patches weeding out the false detection in

Ω as shown in Fig. 4(c). Fig. 4(f) shows the final saliency

map formed by combining the contextual (Fig. 4(e)) and R-

ScSPM saliency maps. At non-textured patches of the car

(top), the lower R-ScSPM saliency is boosted by high con-
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Table 1. Components analysis : Pixel-level precision rates at EER

(%).

Bike Car Person Mean

Random trained contextual saliency 51.2 27.3 38.3 39

R-ScSPM trained contextual saliency 66.9 55.3 54.5 58.9

R-ScSPM saliency 61.6 46.6 54.8 54.3

Complete (R-ScSPM trained contextual

saliency + R-ScSPM saliency)
67.5 56.48 57.56 60.52

41.1

47.3

53.7

59.4

62.9

54.5

44.3

53.13

60.21

66.21

69.83

61.9

58.9

35

40

45

50

55

60

65

70

75

2x2 4x4 8x8 16x16 32x32 Rectangular box

Negative pathes from negative images only

Negative patches from positive and negative images

R-ScSPM patch selecion

Figure 5. Effect of patch selection strategy for training. X-axis

specifies the supervision settings, Y-axis denotes the mean of pre-

cision at EER (%) across 3 categories.

textual saliency in the final saliency map. The smearing of

saliency in the contextual saliency map for small objects

(bottom) is removed when combined with the R-ScSPM

saliency map.

Table 1 analyzes the contribution of each component of

the proposed saliency model on Graz-02 dataset (dataset

details are in Sec. 4.3). The effectiveness of the pro-

posed method in selecting positive patches is demonstrated

by comparing its performance to that using random selec-

tion of patches from positive images in training contex-

tual saliency. The mean precision rate at EER (%) of 39%

is much lower than 60.52% obtained using the complete

framework. This can be attributed to poor model learning

in categories like car where the object size could be much

smaller relative to the image, whereby random selections

are more probable to pick out patches from the background.

By training the contextual model with the R-ScSPM se-

lected patches, the result improved to 58.9%, which shows

that the R-ScSPM patch selection is effective in localizing

object patches in an unannotated positive image. The con-

tribution of R-ScSPM saliency is studied by removing the

contextual saliency component from the framework. The

results are poorer compared to ‘R-ScSPM trained contex-

tual saliency’ due to lack of contextual information. Our

complete framework gives 60.52% which shows that both

the contextual and R-ScSPM saliency maps complement

one another. R-ScSPM utilizes the patch location and con-

textual saliency utilizes its neighborhood information and

hence they complement each other.

4.2. Comparison with various levels of supervision

Previous WSL localization and top-down saliency

works [31, 25] select initial negative patches from either the

boundaries or at random locations from the postive training

images. They need to iteratively refine their model in order

to remove potentially erroneous negative patches. Since the

Input InputYang &Yang

Kocak et al. Kocak et al.

DSD

LCCSC LCCSC

Proposed

Proposed

Yang &Yang

DSDProposed

Figure 6. Comparison of the proposed weakly supervised method

with other fully supervised (Yang&Yang [36] ,Kocak et al. [20],

LCCSC [5]) and weakly supervised (DSD [12]) top-down saliency

approaches on car and person images.

training of the proposed method is not iterative, we need to

select negative patches only from negative images. We an-

alyze the influence of negative patches extracted from pos-

itive images on the performance of contextual saliency us-

ing different supervision settings in Graz-02. Each positive

training image is divided into regular sized grids varying

from 2 × 2 to 32 × 32 and each grid is manually labeled

to indicate if an object is present or not. We also consider

the case of a rectangular bounding box around the object.

The contextual saliency model is learned using the addi-

tional label information. We maintain the same number of

positive and negative patches throughout the experiment.

Each category’s model is evaluated on its respective test

images. Pixel-level precision rates at EER (%) is averaged

over all categories and shown in Fig. 5. The model trained

using negative patches from both positive and negative im-

ages (green) outperforms the result when only negative im-

ages are used (blue), with the performance increasing with

increasing scale of supervision. It indicates that if an it-

erative learning is used in our method, the results can be

improved considerably. The proposed weakly supervised

method (red) matches the performance of the 16 × 16 su-

pervised setting (a label for every 40 × 40 pixels) learned

using negative patches from negative images despite having

the label at the image level. We outperform the results of a

labeled bounding box using the same learning settings.

4.3. Graz02 dataset
Graz dataset contains 3 object categories and a back-

ground category with 300 images per category. We split

the images into training and testing sets following [36]. We

report our results on 3 test set configurations. First, pixel-

level results of the proposed saliency model and recent top-

down saliency models [36, 20, 5] are evaluated on all 600

test images of the dataset. Second, for comparison with re-

lated approaches [24, 11], each object category is evaluated

on test images from its respective category and the pixel-

level results are reported. Finally, to compare with [12, 17],

the patch-level results on 300 test images [36] is evaluated,
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Table 2. Pixel-level precision rates at EER (%) on Graz-02.
Method SV Test set Bike Car Person Mean

1 - Zhang et al. [39] US 31.77 18.66 30.71 27.1

2 - Yang and Yang [36] FS 59.4 47.4 49.8 52.2

3 - Kocak et al. [20] FS 59.92 45.18 51.52 52.21

4 - LCCSC [5] FS 69.07 58.39 58.22 61.89

5 - Proposed WS WS 63.96 45.11 55.21 54.76

6 - FS version FS

All

test

images

71.5 56.6 62.3 63.51

7 - Zhang et al. [39] US 54.67 39.03 52.04 48.58

8 - Aldavert et al. [2] FS 71.9 64.9 58.6 65.13

9 - Fulkerson et al. [11] FS 72.2 72.2 66.1 70.16

10 - Shape mask [24] FS 61.8 53.8 44.1 53.23

11 - Yang and Yang [36] FS 62.4 60 62 61.33

12 - Khan and Tappen [18] FS 72.1 - - -

13 - Kocak et al. [20] FS 73.9 68.4 68.2 70.16

14 - LCCSC [5] FS 76.19 71.2 64.13 70.49

15 - Proposed WS WS 67.5 56.48 57.56 60.52

16 - FS version FS

Test

images

from

respective

category

77.61 71.91 66.95 72.16

where 150 test images are from a single category and the

remaining 150 are from the background class.

Table 2 compares our pixel-level results with recent top-

down saliency approaches [5, 36, 20] and related object seg-

mentation and localization approaches [2, 24]. SV indicates

supervision level with US, WS, FS referring to unsuper-

vised, weakly supervised and fully supervised training re-

spectively. [36] and [20] are fully supervised (FS), needing

20 iterations of CRF learning with sparse codes relearned

at each iteration. Separate dictionaries are used for each

object category. On the contrary, our weakly supervised

method does not require any iterative learning and sparse

codes are computed just once on a single dictionary. [5]

uses a larger dictionary of 2048 atoms for Graz-02 as com-

pared to 1536 atoms in our approach. When their model

is evaluated on the entire 600 test images, the mean preci-

sion at EER is 52.2% and 52.21% respectively. The dis-

criminative capability of [20] does not improve by incorpo-

rating objectness [3] and superpixel features to [36]. The

proposed method achieves 54.76% with better discrimina-

tion against objects of other categories in a weakly super-

vised setting. [24, 2] reports results in which each model is

tested on images from its own category. Pixel-level results

of our proposed model is evaluated using same setting. It

is seen that [20] is better (row 13) than proposed weakly

supervised approach (row 15), however is inferior to our

model (row 5) in removing false positives (row 3). [2] uses

500,000 dictionary atoms in their fully supervised frame-

work to produce 65.13% accuracy as compared to 60.52%

in our weakly supervised approach that uses only 1536

atoms. Our results are far superior compared to the fully

supervised shape mask [24]. As expected, recent bottom-

up saliency model [39] produces poor performance when

compared to our result.

For fair comparison with fully supervised approaches,

we report the results of our model in a fully supervised

setting as well (FS version), i.e. the contextual saliency

model is trained on object patches from training images us-

ing patch-level object annotations as in [36], instead of R-

ScSPM. With this supervised setting, our model achieves

Table 3. Patch-level precision rates at EER (%) on 300 test images.

Bike Car Person Mean

DSD [12] 62.5 37.6 48.2 49.4

SUN [17] 61.9 45.7 52.2 53.27

Proposed WS 76.0 53.7 66.7 65.43

Table 4. Patch-level precision rates at EER(%) on PASCAL VOC-

07.

Method
Yang and Yang [36]

(FS)

LCCSC [5]

(FS)

Proposed

(WS)

Mean of 20 classes 16.7 23.4 18.6

state-of-the art results in top-down saliency.

Table 3 compares the patch-level precision at EER of the

proposed saliency model on 300 test images with other rep-

resentative patch-level methods. As evident from Fig. 6,

DSD [12] has limited capability to remove background clut-

ter, resulting in poor performance of their model. Fea-

ture learning using independent component analysis helped

SUN [17] to perform better than DSD, but substantially

poorer than the proposed method.

4.4. PASCAL VOC07 segmentation dataset

Following [5, 20, 36], training uses object detection im-

ages and testing is performed on 210 segmentation test

images. Also, to reduce the computational complexity of

sparse coding, a common dictionary of 1536 atoms is used

for all object classes, which is much smaller than (20×512)

atoms of [5] . For each object category, separate sparse

codes are computed in [36, 20].

Table. 4 shows the patch-level performance compari-

son between the proposed WS method and FS top-down

saliency approaches [36, 5]. Category-level results and

comparisons are available in the supplementary material.

Knowledge about object presence inferred from the clas-

sifier refinement helped the saliency map to outperform

[36, 5] in classes like aeroplane and train. However, the use

of a fixed context neighborhood size and lack of object an-

notation limits the performance in smaller objects like bottle

and bird. Our method outperforms the fully supervised ap-

proach [36] and achieves a higher mean precision rates at

EER ( %) computed over all 20 classes.

Khan and Tappen [18] report their pixel-level precision

rates at EER only for cow category (8.5%) which is lower

than the proposed weakly supervised approach (9.7%). We

did not compare with [20] since they manually assign an

all zero map if the object of interest is absent [5]. By sim-

ple thresholding at EER, the proposed saliency maps out-

perform segmentation approaches [11, 2]. The results are

available in the supplementary material. The presence of

multiple, visually similar object classes in a single image

is challenging for a weakly supervised approach, yet we

achieve patch-level precision rate at EER comparable to that

of state-of-the art fully supervised approach [5].
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(a) Class segmentaion

(b) Object Annotation

(c) Action specific patch selection

Figure 7. Applications of the proposed saliency maps for (a) class

segmentation, (b) object annotation and (c) action-specific patch

selection.

4.5. Computation time

Training of the proposed framework is significantly

faster compared to [36, 20], since we do not use iterative

dictionary learning. MATLAB implementations of all ap-

proaches were evaluated on a PC running on Intel Xeon

2.4GHz processor. Our unoptimized implementation needs

only 3.5 seconds for inference on a test image, which is

faster when compared to 5.5 seconds for [36] and 28 sec-

onds for [20]. In our framework, all the saliency models

share a common sparse code and contextual max-pooled

vector. Inferring another model on same image needs an

additional 1 second only. However, [36, 20] needs to cal-

culate sparse codes for each model separately. [5] uses a

larger dictionary of different sizes in both datasets. It took

3.85 seconds for inference in Graz-02 dataset and 17 sec-

onds in PASCAL VOC-07.

4.6. Applications

4.6.1 Object class segmentation

The saliency maps obtained for a particular class are

thresholded as in [13] followed by Grab-Cut [28]. Co-

segmentation aims to segment the common object from a

given set of images, which is similar to the image-level label

provided in our weakly supervised training which enables a

fair comparison with our approach. We train airplane, car

and horse models using 130 images per category from PAS-

CAL VOC 2010 detection dataset and evaluated on object

discovery dataset [29]. Qualitative results1 are shown in

Fig. 7 and quantitative comparisons with co-segmentation

approaches are shown in table 5. The jaccard similiarity,

i.e, intersection over union (IOU ) with the ground-truth is

evaluated as in [29]. Although [29] performs better than

our method on the horse class, we achieve better preci-

sion (84.09% vs 82.81%) which indicates that the proposed

method can remove false detections on negative images.

1 More results are available at https://goo.gl/8bvHpZ.

Table 5. Comparison with segmentation approaches on Object Dis-

covery dataset.

Method Airplane Car Horse

Joulin et al. [15] 15.36 37.15 30.16

Joulin et al. [16] 11.72 35.15 29.53

Kim et al. [19] 7.9 0.04 6.43

Object Discovey [29] 55.81 64.42 51.65

Proposed 57.27 67.42 50.51

Table 6. Comparison with weakly supervised object annotation ap-

proaches on PASCAL -07 detection dataset
Method Nguyen et al. [26] Siva and Xing [34] Siva et al. [33] Proposed

Annotation accuracy

(Avg. of 20 Classes)
22.4 30.4 32.0 36.22

4.6.2 Object annotation

We generated rectangular boxes from our saliency maps us-

ing coherent sampling [33] to annotate PASCAL VOC-07

detection images. As in [33] we select the first object loca-

tion proposal in each image as the annotation of the object

of interest. If IOU > 0.5 it is labeled as a correct anno-

tation. Table 6 shows average annotation accuracy across

20 object categories. It illustrates that proposed approach

is better than a deformable part-based model [9] trained on

saliency maps of [33], which in turn uses several iterations

of weakly supervised training to produce the reported result.

It can be observed1 from Fig. 7 that inspite of low contrast

with the background, the proposed method can successfully

annotate (yellow boxes) bird and cat images. Green colored

rectangular box indicates the ground truth.

4.6.3 Action-specific patch discovery

We aim to automatically identify patches that help to de-

scribe the action. Qualitative evaluation of our R-ScSPM

patch selection strategy on PASCAL VOC-2010 action

dataset indicates that it is effective in identifying the most

representative patches of different action categories as

shown1 in Fig. 7. The representative patches of an action

category include class-specific objects as well as the action-

specific orientation of human body parts. The patches corre-

sponding to the body part performing the action, namely the

hand, and the objects with which the hand interacts, namely

the phone, camera and instrument have been extracted cor-

rectly.

5. Conclusion

In this paper, a weakly supervised top-down saliency ap-

proach is presented that requires just a binary label indicat-

ing the presence/absence of the object in an image for train-

ing. A novel R-ScSPM framework produces a saliency map

that enables selection of representative patches for contex-

tual saliency which is shown to improve the final saliency

map. Extensive experimental evaluations show that the

proposed method performs comparably with that of fully-

supervised top-down saliency approaches.
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