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Abstract

In real applications, data is not always explicitly-
labeled.  For instance, label ambiguity exists when we
associate two persons appearing in a news photo with
two names provided in the caption. We propose a matrix
completion-based method for predicting the actual labels
from the ambiguously labeled instances, and a standard
supervised classifier can learn from the disambiguated la-
bels to classify new data. We further generalize the method
to handle the labeling constraints between instances when
such prior knowledge is available. Compared to existing
methods, our approach achieves 2.9% improvement on the
labeling accuracy of the Lost dataset and comparable per-
formance on the Labeled Yahoo! News dataset.

1. Introduction

Learning a visual classifier requires a large amount of
labeled images and videos for supervision. However, la-
beling images is expensive and time-consuming due to the
significant amount of human efforts involved. As a result,
brief descriptions such as tags, captions and screenplays ac-
companying the images and videos become important for
training classifiers. Although such information is publicly
available, it is not as explicitly labeled as human annota-
tion. For instance, names in the caption of a news photo
provide possible candidates for faces appearing in the image
[2,3,16—18] (see Figure 1). The names in the screenplays
are only weakly associated with faces in the shots [14]. The
problem in which instead of a single label per instance, one
is given a candidate set of labels, of which only one is cor-
rect is known as ambiguously labeled learning' [10,22].

Various methods have been proposed in the literature
for dealing with this ambiguously labeled learning problem.
Some of these methods propose Expectation Maximization
(EM)-like approaches to alternately disambiguate the labels

lalso known as partially labeled learning
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President Barack Obama is accompanied by Secretary of State Hillary
Rodham Clinton [Photo and caption from The Telegraph]

Figure 1: The names in the captions are not explicitly asso-
ciated with the face images appeared in the news photo.

and learn a classifier [, 23]. Non-parametric methods have
also been used to resolve the ambiguity by leveraging the
inductive bias of learning methods [22]. For the ambigu-
ously labeled training data the actual loss of mislabeling is
not explicit. As a result, it is difficult to learn an effective
discriminative model. Cour ef al. [|1, |2] proposed the
partial 0/1 loss function for ambiguous labeling, which is a
tighter upper bound for the actual loss as compared to 0/1
loss [28]. Subsequently, a discriminative classifier can be
learned from the ambiguous labels by minimizing the par-
tial 0/1 loss. Several dictionary-based methods have also
been proposed in the literature for handing the partially la-
beled datasets [10, 26]. In particular, an EM-based dictio-
nary learning approach was proposed in [10], where a con-
fidence matrix and dictionary are updated in alternating it-
erations. Although dictionary-based methods are robust to
occlusions and noise, the EM-based approach can be very
sensitive to the selection of initial dictionary and also may
suffer from suboptimal performance.

Luo et al. [25] generalize the ambiguously labeled learn-
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