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Despite the promising performance of conventional fully supervised algo-
rithms, semantic segmentation has remained an important, yet challenging
task. Due to the limited availability of full annotations, it is of great interest
to design solutions for semantic segmentation that take into account weakly
labeled data, which is readily available at a much larger scale.

Supervision in the form of partial labels has been effectively utilized in
interactive object segmentation (e.g. graph-cuts [1]). Recursively propaga-
tion of segmentations from labeled masks to unlabeled images has also been
employed [2]. An alternative weak supervision are bounding boxes. Grab-
cut has been a great success for binary object segmentation when only a
bounding box is provided around the foreground object [3]. Recent research
has extended this idea to semantic segmentation by building object detectors
from bounding boxes [7]. A more challenging setting is to infer pixel-wise
labeling when only image level tags are given. Researchers have shown en-
couraging results for this weakly supervised semantic segmentation problem
by connecting super-pixels across images, and jointly inferring pixel labels
for all images [6], or learning a Markov random field with latent variables
representing the super-pixels and observed variables representing tags [8].

In this work, we tackle the problem of semantic segmentation under
various modes of weak supervision in the form of image level tags, strokes
(i.e., partial labels) as well as bounding boxes. We refer the reader to Fig. 1
for an illustration of the problem. We are interested in inferring pixel-level
semantic labels for all the images, as well as learning an appearance model
for each semantic class that will allow us to make predictions in new images
(test examples). Note that this is extremely difficult as in most of our set-
tings we never observe a single pixel labeled. We formulate the problem as
a max margin clustering, where supervision comes as additional constraints
in the assignments of pixels to class labels. This allows us to have a uni-
fied formulation that can exploit arbitrary combinations of different types of
supervision.

Following recent research [6, 8], we first over-segment all images into a
total of n super-pixels. For each super-pixel p € {1,...,n}, we then extract
a d dimensional feature vector x,, € R?. Let the matrix H = [hy,...,h,]” €
{0,1}"*€ contain the hidden semantic labels for all super-pixels. We use
a 1-of-C encoding, and thus a C-dimensional column vector h,, € {0, 1}€,
with C denoting the number of semantic classes.

Our objective is motivated by the fully supervised setting and the suc-
cess of max-margin classifiers. As the assignments of super-pixels to se-
mantic labels is not known, not even for the training set, supervised learn-
ing is not possible. Instead, we take advantage of max-margin clustering
(MMC) [9] which searches for those assignments that maximize the mar-
gin. We therefore aim at minimizing the regularized margin violation

w(WIw)+2 f E(W;xp,hy)

min
WH = )
st. Hlc=1,, He{0,1}"C HeS,
where W = [wy,...,w¢] € R¥¥C is a weight matrix encoding the learned

appearance model, 1¢ is an all ones vector of length C, and 1, is an all
ones vector of length n. The parameter A balances the regularization term
tr(WTW) and the loss contribution & (W;x,h,). S is the constrained space
for each form of weak annotation (i.e., tags, partial labels, bounding boxes),
and it turns out to be linear.

During learning, we jointly optimize for the feature weight matrix W
encoding the appearance model, and the semantic labels H for all n super-
pixels. Eq. (1) is a non-convex mixed integer programing problem, which is
challenging to directly optimize. Taking a close look at Eq. (1), we observe
that our optimization problem is bi-convex, i.e., it is convex w.r.t. W if H
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Figure 1: Our semantic segmentation algorithm learns from various forms
of weak supervision (image level tags, bounding boxes, partial labels), and
produces pixel-wise labels.

is fixed, and convex w.r.t. H if W is fixed. Further, our constraints only
involve H, and they are linear. We thus employ an alternating procedure to
do learning where we alternate between optimizing H and W for fixed values
of W and H respectively. It is easy to see that for fixed H, the resulting
problem is equivalent to the fully supervised setting, where the labels come
from the current estimate of H. In our formulation this decomposes into C
different 1-vs-all SVMs which can be trained in parallel.

When optimizing w.r.t. the assignment matrix H for a fixed appearance
model W, we need to solve a constrained optimization problem where both
the objective and the constraints are linear. In addition, H is required to
be binary, resulting in an integer linear program (ILP). Such optimization
problems are generally NP-hard. However, we show that in our case we can
decompose the problem into smaller tasks that can be optimally solved in
parallel via an LP relaxation. This LP relaxation is guaranteed to retrieve an
integer solution, and thus an optimal integral point.

Method Supervision | Per-class | Per-pixel
Vezhnevets et al. [5] | weak (tags) 14 N/A
Vezhnevets et al. [6] | weak (tags) 22 51
Rubinstein et al. [4] weak (tags) 29.5 63.3
Xu et al. [8] weak (tags) 27.9 N/A
Ours weak (tags) 41.4 62.7

Table 1: Comparison to state-of-the-art on the SIFT-flow dataset.

To sum up, our approach when compared to existing weakly labeled
methods [4, 6, 8] is very efficient, taking only 20 minutes for learning and a
fraction of a second for inference. We conduct a rigorous evaluation on the
challenging Siftflow dataset for various weakly labeled settings, and demon-
strate that our approach outperforms the state-of-the-art by 12% in per-class
accuracy (as shown in Tab. 1), while maintaining comparable per-pixel ac-
curacy.
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