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Figure 1: The framework of this paper.

Coming with the popularities of depth sensors like Kinect, nowadays we have witnessed an explosive growth of RGB-Depth (RGBD) data to be processed and analyzed, with extensive applications in robotic navigation, pilotless automobile, gaming and entertainments etc. In the core of such applications lies the problem of RGBD scene parsing, i.e., inferring labels of individual voxels to parse their semantic structure.

In this paper, we focus on object detection in RGBD point clouds, which retains as an open problem in the state-of-the-art semantic parsing algorithms of 3D point clouds. 3D object detection in RGBD scenes is a very challenging task due to the deficiency of training data. To the best of our knowledge, the existing labels available for RGBD images are mostly hundreds to thousands, for instance, NYU [5], RMRC [6], and SUN3D [9], which is of scales less comparing to images on the image domain like ImageNet [2], LabelMe [4], and Tiny Images [8]. Therefore, one natural thought is to transfer the labels obtained from the 2D domain into the RGBD case to benefit the detector training. However, it is not doable to directly borrow the labels and data structure from RGB and Depth domains, directly and respectively. Can we learn feature representations from both RGB data and Depth modalities to benefit the parsing of RGBD data? Such a cross-modality learning, if not impossible, can open a gate to the feature representation design and detector learning for RGBD. Ngiam et al. [3] have proposed a deep learning based multi-modality learning scheme that has shown to outperform the features learned from single modality. Srivastava and Salakhutdinov [7] proposed a DBM model for learning a generative model of data that consists of multiple and diverse input modalities. The model works by learning a probability over the space of visible units, in which states of latent variables are leveraged as joint representation of multi-modality input.

In this paper, we conquer this challenge by resorting to a feature-level learning crossing both RGB and Depth modalities. To this end, a bimodal deep learning framework is proposed to learn robust detectors in RGBD domain, as shown in the framework in Figure 1. Our innovation is twofold: For the bimodal feature learning, we utilize deep Boltzmann Machine(DBM) to learn features over RGB and Depth data. For the robust detection, we train Exemplar-SVMs using fused representations of the learned DBM, it ensures the flexibility and generality by training instance-specific metrics and classifiers.

Given a RGBD image of a scene, the detection task is to find instances of real-world objects such as chair and table, which are represented as 3D cuboids. Figure 1 presents an overview of the proposed framework. Our framework takes a RGBD image from Kinect with the gravity direction as input. Most objects are assumed to be aligned on gravity axis, which is only rotation around gravity axis. To support 3D sliding window, the 3D space is divided into cubic cells of size 0.1 meter. For online detection, given a RGBD image, we first generate a point cloud of the scene, based on cameral parameters [6]. Next, we exhaustively slide a 3D bounding box in the point cloud to get scores for all Exemplar-SVMs. Then, the 3D bounding box is projected into 2D bounding boxes on RGB and Depth channel, with the reference RGBD image. After that, raw features and the fused representation are sequentially extracted by R-CNNs and the proposed bimodal DBM respectively. Then, the joint representation is used to get scores for all Exemplar-SVMs. Finally, non-maximum suppression is performed on all detection boxes in 3D.

The works that are most similar to our work are [1] and [6]. There are, however, some fundamental differences. First, in this work, we collect both 2D and Computer Graphics(CG) CAD models training data from Internet. Second, we focus on among two diverse modalities: RGB and Depth. Third, to cope with the challenge of deficiency of training data, pretrained R-CNNs are used to extract raw feature from both RGB and Depth channels.

Experimental results on RMRC show that our bimodal DBM is able to learn useful unified representation for the task of object detection with RGBD images.