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Figure 1: The red lines represents the random tree walks trained to find

the head position. The random walk starts from the body center in (a). In

(b), the head position is found with fewer steps by starting from the chest,

which is much closer than the body center. (c) illustrates the kinematic tree

implemented along with RTW. The adjacent joint positions can be used as

the starting positions for new RTW. (d) shows the RTW path examples.

The availability of accurate depth cameras have made real-time human

pose estimation possible; however, there are still demands for faster algo-

rithms on low power processors. This paper introduces 1000 frames per

second pose estimation method on a single core 3.20 GHz CPU with no

additional use of GPU or SIMD operations. Considering the omission of

parallel computing, the proposed method is over 100 times more efficient

than previous methods. A large computation gain is achieved by random

walk sub-sampling. Instead of training trees for pixel-wise classification, a

regression tree is trained to estimate the probability distribution to the direc-

tion toward the particular joint, relative to the current position. At test time,

the direction for the random walk is randomly chosen from a set of repre-

sentative directions. The new position is found by a constant step toward

the direction, and the distribution for next direction is found at the new posi-

tion. The continual random walk through 3D space will eventually produce

an expectation of step positions, which we estimate as the joint position. A

regression tree is built separately for each joint. The number of random walk

steps can be assigned for each joint so that the computation time is consis-

tent regardless of the size of body segmentation. The experiments show that

even with large computation gain, the accuracy is higher or comparable to

the state-of-the-art pose estimation methods.

As with the methods of [2, 3, 4], the proposed method is also based on

randomized trees, and human pose estimation from single depth image. In

previous methods, the joint position is estimated by aggregating pixel-wise

tree evaluations. Since the body part sizes are all different, an excessive

number of tree evaluations are often made for a larger body part. Similar

to supervised descent approach [5], we learn to estimate the relative di-

rection to the joint. Then, at test stage, an initial starting point is moved

towards the joint position by random walk in the direction estimated from

the trained randomized regression trees. We term this process as random

tree walks (RTW). We note that, the specific vector that guides the walk is

randomly selected among a set of representative vectors in each leaf node

of the random tree. By reconstructing the joint position estimation using

random walks, we minimize the number of required samples. Fig. 1 shows

an example of the proposed RTW process to estimate the head position. We

can see the path of the walk as the regression tree guides the step direction

at each point.

The 15 joints in skeletal frame are as follows: head, chest, belly, L/R

hip, L/R shoulders, L/R elbows, L/R wrists, L/R knees and L/R ankles. The

This is an extended abstract. The full paper is available at the

Computer Vision Foundation webpage.
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Figure 2: Example results of the RTW from EVAL db [1]. Proposed ap-

proach achieves the state-of-the-art accuracy without using the temporal

prior. 64 RTW steps are taken for each joint to estimate human pose from

a single depth image. The RTW paths are drawn, and the expectations of

RTW steps are used to find the joint positions. The pose estimation from a

single frame takes less than 1 millisecond.

placement of the each joint is illustrated in Fig. 1 (c). The joint positions

are determined sequentially according to the typical skeletal topology. The

process is illustrated in Fig. 1 (c) and (d). First, the RTW for belly position

starts from the body center. Then, the expectation of RTW p̄ is used as the

q0 of next adjacent joint. An example of the sequential RTW is shown in

Fig. 1 (d).

In this paper, RTW approach for 3D pose estimation problem is pro-

posed, which gives a large computation gain with a state-of-the-art accuracy

on EVAL db [1]. The difficult poses like hand-stand are accurately esti-

mated without the initialization from previous frames and temporal prior.

See Fig. 2. The proposed approach moves away from pixel-wise classifi-

cation, and applies a supervised gradient descent and MCMC like random

sampler in the form of Markov random walks. By initializing the starting

point to the adjacent joint according to kinematic tree, we demonstrate a

robust and super-real-time pose estimation algorithm.
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