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The long-standing goal of localizing every object in an image remains
elusive. Manually annotating objects is quite expensive despite crowd en-
gineering innovations. Current automatic object detectors can accurately
detect at most a few objects per image. This paper brings together the latest
advancements in object detection and in crowd engineering into a principled
framework for accurately and efficiently localizing objects in images.

The input to the system is an image to annotate and a set of annotation
constraints: (1) desired utility of labeling, which is a generalization of the
number of labeled objects, (2) desired precision of the labeling and/or (3)
the budget, which is the human cost of the labeling. Our system automati-
cally solicits feedback from human workers (“‘users”) to annotate the image
subject to these constraints, as illustrated in Figure 1. The output is a set of
object annotations, informed by humans and computer vision.

One important decision is which questions to pose to the human label-
ers. In computer vision with human-in-the-loop approaches, human inter-
vention has ranged from binary question-and-answer [1] to attribute-based
feedback [4] to free-form object annotation [6]. Binary questions are not
sufficient in our setting. Asking users to draw bounding boxes is expensive:
obtaining an accurate box takes between 7 seconds [2] to 42 seconds [5], and
with 23 objects in an average indoor scene the cost quickly adds up. Based
on insights from [3, 5], it is best to use a variety of human interventions.
Model. The main component of our approach is automatically selecting the
best question to ask. We quantify the tradeoff between cost and accuracy of
annotation by formulating it as a Markov decision process (MDP). An MDP
consists of states S, actions A, transition probabilities P, and rewards R.

States. At each time period, the MDP is in some state S € S. In our
case, a state S is our set of current beliefs about the image /, computed by
combining computer vision models with user input.

Actions. The MDP takes an action a € A from state s, which transitions
to state s’ with probability P(s|s,a). In our setting, the set of actions A
correspond to the set of human questions that the system can ask. We use 7
different human tasks of varying levels of complexity, illustrated in Figure 1.

Transition probabilities. As a result of an action a from state s, the sys-
tem moves into a new state s; in other words, the current beliefs about the
image get updated by the addition of a new user response. Transition proba-
bilities correspond to our expectations on the user response to the question a.
Computing these probabilities is the most mathematically challenging part,
and requires the use of multiple computer vision models: image classifiers,
object detectors, statistics about object classes and instances in images.

Rewards. After going from state s to s’ through action a, the agent

receives a reward R4(s,s). In our case, the reward is the predicted increase
in utility between states s and s’ divided by the cost of action a.
Results. We evaluate both the accuracy and cost of our proposed system
on the task of labeling the ILSVRC object detection dataset [5]. After 30
seconds of human labeling, our MDP combining computer vision with hu-
man input is able to label 2.77x more objects in an image on average than
the same model without computer vision. We demonstrate that (1) computer
vision and human input are mutually beneficial, (2) an MDP is an effective
model for selecting human tasks, (3) complex human tasks are necessary for
effective annotation, and (4) our annotation strategy is more effective than
the original ILSVRC detection annotation system [5]. We also discuss in
detail the challenges of designing the variety of human tasks.

We conclude with several take-home messages. First, from the com-
puter vision perspective, current object detectors are far from perfect and
can only detect a couple of objects in an average image. Further, accuracy
drops rapidly when a tighter bounding box (with IOU higher than 0.5) is
required. Our work can be used for collecting large-scale datasets with min-
imal supervision to improve the current state-of-the-art object detectors; in
turn, the improved models will make our system more effective.
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Figure 1: Overview of our system. Given a request for labeling an image, the
system alternates between updating the image annotation and soliciting user
feedback through human tasks. Upon satistying the requester specifications,
it terminates and returns a image with a set of bounding box annotations.

From a crowd engineering perspective, we demonstrated that it is
worthwhile to combine multiple tasks in a principled framework. Our find-
ings confirmed that asking slightly more complex tasks (such as immedi-
ately asking to draw the bounding box around an unannotated object in-
stance rather than merely asking if one exists) is beneficial. This is in line
with the findings of e.g., the COCO dataset curators [3] that asking slightly
more complex human tasks (such as putting a dot on the object rather than
merely asking if the object appears in the image) may be more efficient.

Finally, from an application developer perspective, we show that even
though computer vision is not yet ready to detect all objects, we have a
principled way of labeling all objects in a scene, trading off precision, utility
and budget.
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