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Figure 1: Visualization of the trade-off between accuracy and inference time for different methods. RFL-\{1.5, 15\}, RFL+, and ARFL+ are the proposed methods.

Single image super-resolution (SISR) [3] is a classical and important computer vision problem with many interesting applications, ranging from medical and astronomical imaging to law enforcement. The task in SISR is to generate a visually pleasing high-resolution output from a single low-resolution input image. Beside basic bicubic upsampling, more powerful methods exist that rely on statistical image priors [3] or use sophisticated machine learning techniques [2] to learn a mapping from low- to high-resolution patches. Among the best performing algorithms are (coupled) dictionary learning approaches [7] building on sparse-coding. Recently, Timofte et al. [5] highlighted the computational bottlenecks of these methods and proposed to replace the single dictionary with many smaller ones, thus avoiding the costly sparse-coding step during inference.

In this work, we observe that the efficient formulation from [5] can be naturally casted as a locally linear multivariate regression problem of the form

\[
\hat{x}_H = \hat{W}(x_L) \cdot x_L,
\]

where \(\hat{x}_H\) and \(x_L\) are the high- and low-resolution data samples, respectively. Learning the data-dependent regression function \(\hat{W}(x_L)\) can be formulated as

\[
\arg\min_{\hat{W}(x_L)} \sum_{n=1}^{N} \|\hat{x}_H^n - \hat{W}(x_L^n) \cdot x_L^n\|_2^2,
\]

which can be naturally solved with random forests [1]. Random forests establish the data dependence of the local regression functions by hierarchically splitting the input data in a tree structure. Each leaf node in all trees stores a linear regression function computed by solving a simple regularized least squares problem.

For learning the tree structure we introduce a novel objective function that not only operates on the output but also on the input data space. In general, the basic quality of a splitting function is computed as

\[
Q(\sigma, \Theta, x_H, x_L) = \sum_{c \in \{L, R\}} |\mathcal{X}_c| \cdot \text{E}(X_H, X_c),
\]

where \(|\cdot|\) is the cardinality operator and \(X_c = \{x_L, x_R\}\) defines the low- and high-resolution data falling into left and right nodes, respectively. The function \(\text{E}(X_H, X_c)\) aims at measuring the compactness or the purity of the data. The intuition is to have similar data samples falling into the same leaf nodes, thus, giving coherent predictions. The novel regularized compactness measure is defined over both the output and the input space as

\[
\text{E}(X_H, X_L) = \frac{1}{|X_L|} \sum_{n=1}^{|X_L|} \left( \|x_H^n - m(x_L^n)\|_2^2 + \kappa \cdot \|x_L^n - \bar{x}_L\|_2^2 \right),
\]