Recent advances in object detection have exploited object proposals to speed up object searching. Most object proposal generators can be classified into two categories: objectness-based models [1, 4, 8] which focus on designing an objectness measure to directly distinguish objects from amorphous background stuff, and similarity-based models [2, 3, 6, 7] which merge similar regions based on diverse cues or do multiple figure-ground segmentations.

Our work is motivated by the following problems. First, most objectness-based models suffer from strong localization bias, which means they can hardly achieve high recall consistently across various intersection over union (IoU) thresholds. Second, diversification strategies required by most models are usually computationally expensive. To achieve high accuracy, many models have to utilize multiple segmentations to diversify object proposals, at the cost of much more computations. Our solution for these issues is based on two main contributions:

- A measurement for localization bias, which enlightens a direction to improving the quality of object proposals.
- A box refinement method, namely Multi-Thresholding Straddling Expansion (MTSE), which effectively reduces localization bias via fast diversification.

Our key idea is to utilize superpixels straddling to refine bounding boxes. Given an image and a set of initial bounding boxes, we first align bounding boxes with potential boundaries preserved by superpixels. Then we perform multi-thresholding expansion guided by superpixels straddling for each bounding box. Such a simple procedure benefits object proposals from numerous aspects: 1) significant reduction in localization bias, 2) fast diversification effect requiring only one segmentation, and 3) seamless integration into any existing model to improve their accuracy with little computation overhead.

Superpixel Tightness. To understand localization bias, we introduce an indicator, superpixel tightness ($ST$), which measures how tight a bounding box fits around an object. The superpixel tightness measure is indicative of the localization bias of object proposal generators. Figure 1 (a) shows that objects and background regions yield quite different distribution of superpixel tightness. Figure 1 (b) shows that existing objectness-based models have strong bias to low superpixel tightness while most similarity-based methods spread more evenly across various tightness. This accords with their bias in localization accuracy, which means we can use $ST$ distribution to measure the localization bias.

MTSE. We first define the straddling degree of a superpixel $s$ with regard to a bounding box $b$ as $SD(s,b) = |s \cap b|/|s|$. Given an initial bounding box $b$, we expand it according to the straddling degrees of superpixels. Formally, we define straddling expansion with a threshold $\delta$ as the following refinement:

$$S_\delta(b) = S_\delta(b) \cup \{s \in S_\delta|SD(s,b) \geq \delta\},$$

where $S_\delta(b) = \{s \in S_\delta|SD(s,b) = 1\}$ is the set of superpixels entirely inside $b$. To achieve higher diversity, we use multiple $\delta$’s to perform straddling expansion. We take BING [4] to demonstrate the effect of MTSE in Figure 1 (c). It shows that MTSE is able to reduce its bias in $ST$ distribution, which indicates an improvement of localization accuracy (Figure 2).

Box Alignment. To reduce the loss of localization precision caused by regular sampling for bounding boxes initialization, which is used by most objectness-based models, we propose an efficient method to align bounding boxes with potential object boundaries preserved by superpixels. Bounding boxes after alignment are fed into MTSE.

Results. As shown in Figure 2. The proposed MTSE effectively improves existing models in terms of both recall and localization accuracy. Specifically, when using less than 2000 proposals, M-MCG achieves 94.2% recall at IoU of 0.5. For the strict 0.8 IoU threshold, M-MCG still has 63.8% recall. In addition, the runtime for MTSE is only 0.15s, thus bring little computation overhead to existing models.
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