Abstract

We consider the problem of deliberately manipulating the direct and indirect light flowing through a time-varying, fully-general scene in order to simplify its visual analysis. Our approach rests on a crucial link between stereo geometry and light transport: while direct light always obeys the epipolar geometry of a projector-camera pair, indirect light overwhelmingly does not. We show that it is possible to turn this observation into an imaging method that analyzes light transport in real time in the optical domain, prior to acquisition. This yields three key abilities that we demonstrate in an experimental camera prototype: (1) producing a live indirect-only video stream for any scene, regardless of geometric or photometric complexity; (2) capturing images that make existing structured-light shape recovery algorithms robust to indirect transport; and (3) turning them into one-shot methods for dynamic 3D shape capture.

1. Introduction

A common assumption in computer vision is that light travels along direct paths, i.e., it goes from source to camera by bouncing at most once in the scene. While this assumption works well in many cases, light propagation through natural scenes is actually a much more complex phenomenon: light reflects and refracts, it undergoes specular and diffuse inter-reflections, it scatters volumetrically and creates caustics, and may do all of the above in the same scene. Analyzing all these phenomena with a conventional camera is a hard, open problem—and is even harder when the scene is dynamic and light transport changes unpredictably.

Despite the problem’s intrinsic difficulty, indirect transport is a major component of real-world appearance [1] and an important cue for scene and material understanding [2]. It is also a major factor preventing broader use of structured-light techniques, which largely assume direct or low-frequency light transport (e.g., 3D laser scanning [3, 4], active triangulation [5, 6] and photometric stereo [7]).

As a step toward analyzing scenes that exhibit complex light transport, in this paper we develop a framework for imaging them in real time. Our focus is on the general case where the scene is unknown; its motion and photometric properties unrestricted; and its illumination comes from one or more controllable sources in general position (e.g., projectors).

Working from first principles, we show that two families of transport paths dominate image formation in a projector-camera system: epipolar paths, which satisfy the familiar epipolar constraint and contribute to a scene’s direct image, and non-epipolar paths which contribute to its indirect. Crucially, while the contributions of these paths are hard to separate in an image, the paths themselves are easy to untangle in the optical domain before acquisition takes place. Using this idea as a starting point, we develop a novel technique called Structured Light Transport (SLT) that processes epipolar and non-epipolar paths optically for the purpose of live imaging and 3D shape recovery. In particular, we define and address four imaging problems:

- **one-shot indirect-only imaging**: capture an image that records only contributions from indirect light;
- **one-shot indirect-invariant imaging**: given any desired illumination, capture an image where light appears to have been transported by direct paths only;
- **two-shot direct-only imaging**: capture two images whose difference contains only the direct light; and
- **one-shot multi-pattern imaging**: given any \( N \geq 2 \) desired illuminations, capture an image that “packs” into one shot \( N \) separate views of the scene, each corresponding to a desired illumination.

Little is currently known about how to solve these prob-
lems in the general setting we consider. Our solutions, while firmly rooted in computer vision, operate exclusively in the optical domain and require no computational post-processing: our implementation is a physical device that just outputs live video; this is optionally processed “downstream” by standard 3D reconstruction algorithms [5] which can be oblivious to the complexity of light transport occurring in a scene. The device itself is a novel combination of existing off-the-shelf components—a conventional video camera operating at 28Hz, a pair of synchronized digital micro-mirror devices (DMDs) operating at 2.7kHz to 24kHz, and optics for coupling them.

From a practical point of view, our work offers four main contributions over the state of the art. First, it is the first demonstration of an “indirect-only video camera,” i.e., a camera that outputs a live stream of indirect-only video for fully-general scenes—exhibiting arbitrary motion, caustics, specular inter-reflections and numerous other transport effects. Prior work on indirect imaging was either constrained to static scenes [9, 10], or assumed diffuse/low-frequency transport [2, 11] and accurate 2D motion estimation [11]. Second, we show how to capture—with just one SLT shot—views of a scene that are invariant to indirect light. This is particularly useful for imaging dynamic scenes and represents an advance over direct-only imaging [2, 9], which requires at least two images. Third, we show that any ensemble of structured-light patterns can be made robust to indirect light, regardless of the patterns’ frequency content. This involves simply switching from conventional to SLT imaging—without changing the patterns or the algorithm that processes them. As such, our work stands in contrast to prior work on transport-robust structured light, which places the onus on the design of the patterns themselves [6, 12–14]. Fourth, we show that SLT imaging can turn any multi-pattern 3D structured-light method into a one-shot technique for dynamic shape capture. Thus an entire family of previously-inapplicable techniques can be brought to bear on this much-studied problem [5, 15–18] in order to improve depth map resolution and robustness to indirect light. As a proof of concept, we demonstrate in Figure 9 the reconstruction of dense depth and albedo from individual frames of monochrome video, acquired by combining indirect-invariant SLT imaging and conventional six-pattern phase-shifting.

Conceptually, our work has one essential difference from conventional structured light [2, 5]: instead of controlling light only at its source by projecting patterns, we control light at its destination as well, with a DMD mask in front of the camera pixels. This simultaneous projection and masking makes it possible to analyze light transport geometrically (by blocking 3D light paths), rather than photometrically (by blocking certain transport frequencies and assuming constrained scene reflectance [2]). It also enables optical-domain implementations, which can have a significant speed and signal-to-noise ratio advantage over post-capture processing. The idea was first used in [9] for static scenes and a coaxial projector/camera, where epipolar geometry is degenerate and stereo is impossible. While SLT imaging builds on that work, its premise, theory, applications, and physical implementation are different.

2. The Stereo Transport Matrix

We begin by relating scene geometry to the light transported from a projector to a camera in general position. Consider a scene whose shape potentially varies with time. If the camera and projector respond linearly to light, the scene’s instantaneous image satisfies the light transport equation [19]:

$$i = Tp$$

where \(i\) is the image represented as a column vector of \(I\) pixels; \(p\) is the \(P\)-pixel projected pattern, also represented as a column vector; and \(T\) is the scene’s \(I \times P\) instantaneous light transport matrix.

Intuitively, element \(T[i, p]\) of the transport matrix specifies the total radiance transported from projector pixel \(p\) to image pixel \(i\) over all possible paths. As such, \(T\) models image formation in very general settings: the scene may have non-Lambertian reflectance, it may scatter light volumetrically, exhibit specular inter-reflections, etc.

Anatomy of the stereo transport matrix  Since a projector and a camera in general position define a stereo pair, their transport matrix is best understood by taking two-view geometry into account. More specifically, we classify the elements of \(T\) into three categories based on the geometry of their transport paths (Figure 2):

- **Epipolar elements**, whose projector and camera pixels are on corresponding epipolar lines. These are the only elements of \(T\) whose transport paths begin and end on rays that can intersect in 3D. By performing stereo calibration [20] and vectorizing patterns and images according to Figure 3, these elements can be made to occupy a known, time-invariant, block-diagonal subset of the transport matrix.
Figure 3: The light transport equation when patterns and images are vectorized so that consecutive pixels on corresponding epipolar lines form subvectors \( p_e \) and \( i_e \), respectively. Under this vectorization scheme, block \( T_{ee} \) of the transport matrix describes transport from epipolar line \( f \) on the pattern to epipolar line \( e \) on the image. Blocks \( T_{ee} \), shown in green, contain the epipolar elements.

- **Non-epipolar elements**, whose projector pixel and camera pixel are not on corresponding epipolar lines. Non-epipolar elements are significant because they vastly outnumber the other elements of \( T \) and never account for direct transport. This is because their transport paths begin and end with rays that do not intersect, so light must bounce at least twice to follow them.

- **Direct elements**, whose camera and projector pixels are in stereo correspondence, \( i.e. \), they are the perspective projections of a visible surface point. Direct elements are where direct surface reflection actually occurs in the scene; although they always lie within \( T \)’s epipolar blocks, their precise location is scene dependent and thus unknown. Indeed, locating the direct elements is equivalent to computing the scene’s instantaneous stereo disparity map (Figure 4).

We can therefore express every image of the scene as a sum of three components that arise from distinct “slices” of the transport matrix:

\[
i = T^D_p + T^{EI}_p + T^{NE}_p \tag{2}
\]

where the \( I \times P \) matrices \( T^D \), \( T^{EI} \) and \( T^{NE} \) hold the direct, epipolar indirect, and non-epipolar elements, respectively, and are zero everywhere else.

**3. Dominance of Non-Epipolar Transport**

Although in theory all three image components in Eq. (2) may contribute to scene appearance, in practice their contributions are not equal. The key observation underlying our work is that the non-epipolar component is very large relative to the epipolar indirect for a broad range of scenes:

\[
i \approx T^D_p + T^{NE}_p \tag{3}
\]

We call this the **non-epipolar dominance assumption**. The transport matrix is much simpler when this assumption holds because we can treat it as having a time-invariant structure with two easily-identifiable parts: the epipolar blocks, which contribute only to the direct image, and the non-epipolar blocks, which contribute only to the indirect.

To motivate this assumption on theoretical grounds, we prove that it holds for two very general scene classes: (1) scenes whose transport function is measurable everywhere and (2) generic scenes containing pure specular reflectors and transmitters. These two cases can be thought of as representing opposite extremes, with the former covering low-frequency transport phenomena such as diffuse inter-reflection and diffuse isotropic subsurface scattering [21] and the latter covering transport whose frequency content is not band limited. In particular, we prove the following:

**Proposition 1.** If \( T \) is the discretized form of a transport function that is measurable and positive over the rectified projector and image planes, then

\[
lim_{\epsilon \to 0} \frac{T^{EI}_p}{T^{NE}_p} = 0 \tag{4}
\]

where division is entrywise and \( \epsilon \) is the pixel size for discretization.

**Proposition 2.** Two generic \( n \)-bounce specular transport paths that originate from corresponding epipolar lines do not intersect for \( n > 1 \).

See [8] for proofs. Intuitively, both propositions are consequences of a “dimensionality gap”: the set of transport paths contributing to the epipolar indirect image has lower dimension than the set of paths contributing to the non-epipolar image (Figure 2). Thus contributions accumulated in one image are negligible relative to the other in generic settings.
4. Imaging by Structured Light Transport

The rich structure of the stereo transport matrix cannot be exploited by simply projecting a pattern onto the scene. This is because projection gives no control over how light flows through the scene: all elements of $T$—regardless of position—will participate in image formation. To make full use of $T$’s structure, we structure the flow of light itself.

Our starting point is an imaging procedure first proposed by O’Toole et al. [9]. Its main advantage is that the contribution of individual elements of $T$ can be weighted according to a user-defined “probing matrix” $\Pi$:

$$i = [\Pi \circ T] 1 \quad (5)$$

where $\circ$ denotes entrywise (a.k.a. Hadamard) product and $1$ is a column vector of all ones. Images captured this way are said to be the result of probing the scene’s transport matrix with matrix $\Pi$. Conceptually, they correspond to images of a scene that is illuminated by an all-white pattern and whose transport matrix is $\Pi \circ T$.

Two basic questions arise when considering Eq. (5) for image acquisition and shape recovery: (1) what should $\Pi$ be, and (2) how to design an imaging system that implements the equation? The answers in [9] were restricted to static scenes and projector/camera arrangements that share a single viewpoint, none of which apply here. Below we focus on the first question—designing $\Pi$—and discuss live imaging of dynamic scenes in Section 5.

Figure 5: Experimental validation of non-epipolar dominance for a scene containing diffuse, translucent, refractive and mirror-like objects. Top left: View under an all-white projection pattern. Top middle: View when just one white vertical stripe is projected onto the scene. The many bright regions in this image occur because the stripe illuminates the book’s pages in three different ways: (1) directly from the projector, (2) by diffuse inter-reflection from the opposite page, and (3) by specular reflection via the mirror. Their existence makes the scene hard to reconstruct with conventional techniques such as laser-stripe 3D scanning [4]. A magnified view of these regions is shown in the inset. Top right: View for another vertical stripe, part of which falls on the candle. The stripe appears very broad and poorly localized there, because of strong sub-surface scattering. Bottom left: The epipolar block $T_{ee}$ for epipolar line $e$. We show $T_{ee}$ using the conventions of Figure 4, i.e., its $r$-th column comes from an image of the scene acquired with only projector pixel $p_r$ turned on. Bottom middle: To assess the image contribution of non-epipolar transport, we acquire the block sum $\sum_{f=1}^E T_{ef}$ and compare it to block $T_{ee}$—observe that non-epipolar contributions indeed far surpass the epipolar indirect ones. To acquire the block sum, we capture images of the scene while sweeping a vertical stripe on the projector plane (see [8] for a video of the captured image sequence). The $r$-th column of the block sum is given by the pixels on epipolar line $e$ when the stripe is at $p_r$. Bottom right: Horizontal cross-section of $T_{ee}$ and $\sum_{f=1}^E T_{ef}$ for two image pixels. Observe that $T_{ee}$’s cross-section (blue) is sharp and unimodal whereas the block sum’s (red) is trimodal for one pixel and very broad for the other.

On the practical side, we have found non-epipolar dominance to be applicable quite broadly; see Figure 5 for a detailed analysis of non-epipolar dominance in a complex scene, Figure 9 for more examples, and [8] for videos confirming the assumption’s validity in a variety of settings.
The image in Eq. (7) has two properties: (1) its direct component is identical to the direct component we would get by projecting \( p \) conventionally onto the scene, and (2) its non-epipolar component is independent of \( p \). This independence essentially turns indirect contributions into an “ambient light” term that does not originate from the projection pattern. To see the practical significance of this independence, the second row of Figure 9 compares views of a scene under conventional and one-shot indirect-invariant imaging, for the same projection pattern.

An important corollary of Eq. (7) is that indirect-invariant images can be acquired for any sequence of patterns—regardless of frequency content or other properties—using the corresponding sequence of probing matrices.

**Indirect-only imaging**  A notable special case of indirect-invariant imaging is to set \( p \) to zero (matrix \( \Pi^2 \) in Figure 6). This yields an image guaranteed to have no contributions from direct transport. Moreover, almost all indirect light will be recorded when non-epipolar dominance holds.

**Epipolar-only imaging**  The exact opposite effect can be achieved with a probing matrix that is zero everywhere except along the epipolar blocks (matrix \( \Pi^4 \) in Figure 6). When non-epipolar dominance holds, images captured this way can be treated as (almost) purely direct.

**One-shot, multi-pattern, indirect-invariant imaging**  All four probing matrices in Figure 6 produce views of the scene under a fixed illumination pattern \( p \). With probing, however, it is possible to capture—indeed just one shot—spatially-multiplexed views of the scene for a whole sequence of structured-light patterns, \( p(1), \ldots, p(S) \). The probing matrix to achieve this can be thought of as defining a “projection pattern mosaic,” much like the RGB filter mosaic does for color (Figure 7). Moreover, we can confer invariance to indirect light by defining the mosaic in terms of probing matrices rather than conventional patterns.

Specifically, suppose we partition the \( I \) image pixels into \( S \) sets and let \( b(1), \ldots, b(S) \) be binary vectors of size \( I \) indicating the pixel membership of each set. The matrix

\[
\Pi^2(p(1), \ldots, p(S)) = \sum_{s=1}^{S} [b(s) \pi^2(p(s))] 
\]

interleaves the rows of \( S \) indirect-invariant probing matrices. Thus, probing with this matrix yields an image containing \( S \) sub-images, each of which is a view of the scene under a specific structured-light pattern in the sequence.

1 Other examples of ambient terms with identical behavior include image contributions from the projector’s black level and contributions from light sources other than the projector. Because such terms are often unavoidable yet easy to handle, many structured-light algorithms are designed to either recover them explicitly or be robust to their existence [5]. Non-zero ambient terms do, however, reduce contrast and may affect SNR.
5. Live Structured-Light-Transport Imaging

The feasibility of probing comes from re-writing Eq. (5) as a bilinear matrix-vector product [9]:

\[ i = \sum_{t=1}^{T} m(t) \odot \left[ T q(t) \right] \]  

(9)

where the transport matrix \( T \) is constant in time and \( \Pi = \sum_{t=1}^{T} m(t)(q(t))^{T} \) is a rank-1 decomposition of the probing matrix. According to Eq. (9), optical probing is possible by (1) opening the camera’s shutter, (2) projecting pattern \( q(t) \) onto the scene, (3) using a semi-transparent pixel mask \( m(t) \) to modulate the light arriving at individual camera pixels, (4) changing the pattern and mask synchronously \( T \) times, and (5) closing the shutter. This procedure acquires one image; it was implemented in [9] for low-resolution probing matrices using an LCD panel for pixel masking, an SLR camera for image acquisition, and \( T \in [100, 1000] \).

Although results were promising, LCDs are not suitable for video-rate (30Hz) probing: they refresh at 30-200Hz, limiting \( T \) to an unusable 1-6 masks/projections per frame; and they have low transmittance, requiring long exposure times.

Our approach, on the other hand, is to use a pair of off-the-shelf digital micro-mirror (DMD) devices for projection and masking (Figure 8). These devices are compact, incur no light loss and can operate synchronously at 2.7 – 24kHz. To implement Eq. (9), we couple them with a conventional video camera operating at 28fps. This allows 96 – 800 masks/projections within the 36msec exposure of each frame. To our knowledge, such a coupling has not been proposed before.⁴

A major difference between LCDs and DMDs is that DMDs are binary. This turns the derivation of masks and projection patterns into a combinatorial optimization problem. Formally, given an integer⁴ probing matrix \( \Pi \) and an upper bound on \( T \), we seek a length-\( T \) rank-1 decomposition into binary vectors such that the decomposition approximates \( \Pi \) as closely as possible. This problem is difficult and we know of no general solution. Indeed, estimating the length of the shortest exact decomposition is itself NP-hard [23].

Our approach, below, is to derive randomized decompositions of \( \Pi \) that approximate Eq. (9) in expectation. Although our experience is that this approach works well in practice, it should not be treated as optimal.

**Indirect-only imaging** Matrix \( \Pi^{3} \) is a special case where short decompositions are easy. Let \( q(e) \) be a pattern whose pixels are 1 along epipolar line \( e \) and 0 everywhere else and let \( m(e) \) be a mask that is 1 everywhere except at epipolar line \( e \). Then it is easy to show that \( \Pi^{3} = \sum_{e=1}^{E} m(e)(q(e))^{T} \). This corresponds to a sequence of mask/projection pairs where only one epipolar line is “off” in the mask and only the corresponding epipolar line is “on” in the pattern. Even though this decomposition is exact—and feasible for near-megapixel images—it has poor light efficiency because only one epipolar line is “on” at any time. To improve light efficiency we use random patterns instead, which yield good approximations that are much shorter.

Specifically, consider the random pattern

\[ q = \{ \text{each epipolar line is 1 with probability 0.5} \} \quad , \]  

(10)

let the projection pattern \( q(t) \) be a sample of \( q \), and let the mask \( m(t) \) be equal to \( q(t) \). Taking expectations in Eq. (9), the epipolar line \( e \) of the expected image is given by

\[ E[\xi_{e}] = E[q_{e}] \odot \sum_{f=1}^{E} T_{ef} E[q_{f}] = 0.25 \sum_{f=1}^{E} T_{ef} 1 \]  

(11)

where \( E[\cdot] \) denotes expectation. This is the result of probing with matrix \( \Pi^{3} \), albeit at one quarter of the “ideal” image intensity.⁵ Note that corresponding epipolar lines are never on at the same time in the pattern and mask; thus no epipolar transport path ever contributes to the captured image.

**Epipolar-only imaging** Matrix \( \Pi^{4} \) is a special case at the other extreme, where no short rank-1 decompositions exist. Since \( \Pi^{4} = \Pi^{3}(1) - \Pi^{3} \), we compute the result of probing with \( \Pi^{4} \) by subtracting two adjacent video frames—one captured by projecting an all-white pattern and one captured by indirect-only imaging. Naturally, two-frame motion estimation may be necessary to handle fast-moving scenes (but we do not estimate motion in our experiments).

**Indirect-invariant imaging** A perhaps counterintuitive result is that even though epipolar-only imaging requires two frames, indirect-invariant imaging requires just one. This is important because probing with matrix \( \Pi^{2}(\cdot) \) is all we need

---

⁴See [9] for an analysis of the SNR advantage conferred by performing \( T \) mask/projection operations in a single exposure versus capturing an image for each projection pattern, at 1/\( T \)-th the exposure.

⁵The closest design we are aware of comes from confocal microscopy [22]. Its optical path was less challenging to implement, however, because imaging was both coaxial and orthographic.

---

**Figure 8:** Photo of our prototype. The projector can be detached to change the stereo baseline. The optical path is shown in red. See [8] for a detailed list of components.

---

²Intuitively, since half the epipolar lines are “off” in the pattern and the mask, only 1/4th of the total light is transported from projector to camera.
for reconstruction with structured light. Let \( \mathbf{p} \) be an arbitrary structured-light pattern scaled to \([0, 1] \). Define mask \( \mathbf{m}(t) \) to be a sample of \( q \) from Eq. (10) and the pattern to be

\[
\mathbf{q}(t) = \mathbf{m}(t) \circ \mathbf{r}(t) + \mathbf{m}(t) \circ \mathbf{r}(t)
\]

(12)

where \( \mathbf{r}(t) \) is a sample of yet another random pattern:

\[
\mathbf{r} = \{ \text{pixel } p \text{ on epipolar line } e \text{ is } 1 \text{ with probability } p_e[p] \}.
\]

(13)

A pictorial illustration of Eq. (12) can be found in [8]. From calculations similar to Eq. (11), the expected image is

\[
\mathbb{E}[i_e] = 0.5 \mathbf{T}_{ee} \mathbf{p}_e + 0.25 \sum_{f=1, f \neq e}^{E} \left[ \mathbf{T}_{ef} \mathbf{p}_f + \mathbf{T}_{ef} (1 - \mathbf{p}_f) \right]
\]

\[
= 0.5 \mathbf{T}_{ee} \mathbf{p}_e + 0.25 \sum_{f=1, f \neq e}^{E} \mathbf{T}_{ef} 1,
\]

(14)

which is equivalent to the result of probing with \( \Pi^T() \).

One-shot, multi-pattern, indirect-invariant imaging

Here we use the mask for indirect-invariant imaging and temporally multiplex \( S \) random projection patterns—each defined by Eq. (12) and corresponding to a different structured-light pattern—across our “budget” of \( T \) total projections per video frame. After the video is recorded, we “demosaic” each frame independently to infer \( S \) full-resolution images, one for each structured-light pattern.

Following work on compressed sensing [24, 25] we do this by solving for \( S \) images that reproduce frame \( i \) and are sparse under a chosen basis \( \mathbf{W} \):

\[
\begin{align*}
\text{minimize} & \quad \| \mathbf{W}^T [i(1) \ldots i(S)] \|_n \\
\text{subject to} & \quad \left\| \sum_{s=1}^{S} \mathbf{b}(s) \circ i(s) - \mathbf{i} \right\|_2 \leq \epsilon
\end{align*}
\]

(15)

(16)

where \( \| \cdot \|_n \) is a sparsity-inducing norm\(^{6}\) and \( \mathbf{b}(s) \) is the binary vector holding pixel memberships for pattern \( s \).

6We use the \((1, 2)\)-norm because it promotes group sparsity and thus concentrates non-zero terms to the same pixels across views.

7. Concluding Remarks

We believe that optical-domain processing—and SLT imaging in particular—offers a powerful new way to analyze the appearance of complex scenes, and to boost the abilities of existing reconstruction algorithms. Although our focus was mainly on monochromatic light and conventional cameras, SLT imaging depends on neither; integrating this framework with other imaging dimensions (polarization, wavelength, time, etc.) is a promising direction. Last but not least, although our prototypes rely on DMD masks and several optical components, these would be rendered unnecessary if per-pixel processing was implemented directly on the sensor [27, 28]. We are looking forward to the wide availability of such technologies.
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Figure 9: Row 1: Frames from conventional and epipolar-only video for the scenes in Figure 1. Compared to Figure 1, the water’s opaque appearance in the epipolar-only frame and the absence of caustics in the mug confirm that significant indirect light was not recorded, i.e., non-epipolar dominance holds. Refer to [8] for videos of several more scenes. Row 2: We imaged the scene on the left in two ways: (1) projecting 9 phase-shifted patterns directly onto it and (2) capturing indirect-invariant images for the same patterns. Exposure time was held fixed, giving an SNR advantage to conventional projection which does not mask pixels. We then applied the same algorithm to the two sets of images, with the results shown on the right. The algorithm fails catastrophically for the conventionally-acquired images whereas with SLT imaging it is able to reconstruct even the hidden side of the face, from the mirror’s indirect view. Closer inspection of the input images (please zoom in) reveals the reason for the difference: the conventional image contains “double fringes” from secondary reflections whereas the indirect-invariant one does not. Row 3: Another example, for a scene with strong diffuse and specular inter-reflections. Row 4: Reconstructing dense depth and albedo from one video frame of a moving hand. From this frame, our demosaicing algorithm recovers 6 full-resolution indirect-invariant images of the hand, for 6 sinusoidal patterns. These images yield the albedo and depth maps on the right.