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Abstract

In this paper, we address the problem of recognizing im-
ages with weakly annotated text tags. Most previous work
either cannot be applied to the scenarios where the tags are
loosely related to the images; or simply take a pre-fusion
at the feature level or a post-fusion at the decision level to
combine the visual and textual content. Instead, we first en-
code the text tags as the relations among the images, and
then propose a semi-supervised relational topic model (ss-
RTM) to explicitly model the image content and their rela-
tions. In such way, we can efficiently leverage the loosely
related tags, and build an intermediate level representation
for a collection of weakly annotated images. The interme-
diate level representation can be regarded as a mid-level
fusion of the visual and textual content, which is able to
explicitly model their intrinsic relationships. Moreover, im-
age category labels are also modeled in the ss-RTM, and
recognition can be conducted without training an additional
discriminative classifier. Our extensive experiments on so-
cial multimedia datasets (images+tags) demonstrated the
advantages of the proposed model.

1. Introduction

With the ever popularity of social networks (e.g. Face-
book) and content-sharing websites (e.g. Flickr), images are
often accompanied by text tags. Although these text tags
are noisy in nature, due to the fact that they are annotated
by a large group of heterogeneous users, it is commonly ac-
knowledged that they may still provide beneficial informa-
tion for image recognition. The question is then how such
noisy tags could be leveraged to benefit image recognition?

To treat the visual content and the text tags as two differ-
ent modalities, many methods have been proposed to com-
bine them for better image recognition. Some methods fo-
cused on modeling the joint distribution of image content
and the associated keywords [1, 7, 2, 3]. In [1, 7], the pro-
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Figure 1. Image recognition with network structured topic models.
Firstly, a Visual Document Network (VDN) is constructed with
image relations defined by their associated text tags; and then the
VDN are modeled with the proposed s-RTM or ss-RTM.

cess of building the relationship between the visual features
and the keywords was analogous to a language translation.
Further, Corr-LDA was proposed to extend this approach
through a hierarchical probabilistic mixture model for im-
age annotation [2]. Recently, image recognition and annota-
tion are simultaneously considered in [18] by modeling the
joint distribution of image content, annotation keywords,
and class labels.

However, these methods assumed that there were explicit
correspondences between keywords and image regions, and
focused on image annotation rather than image recognition.
Thus, they can only be applied to the case where all the
keywords have a visual interpretation rather than realistic
scenarios where the images are weakly annotated,i.e.,the
tags are loosely related to images [11]. For example, a photo
for the ‘Lincoln Memorial’ could have a tag ‘National Mall’
since the Lincoln Memorial is located at the National Mall
street, but there does not exist a correspondence between
the photo content and such tag.

Alternatively, some discriminative methods were pro-
posed to fuse the visual and textual features for image
recognition. For example, textual features were concate-
nated with visual features to train an SVM classifier for the
recognition of touristic landmarks in [12]. In [19], two sepa-
rate classifiers were built, one from the textual features, and
the other one from the visual features. Then a third classi-
fier was trained to combine the confidence values of these
two different classifiers for the final prediction. Guillaumin
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et al. [10] proposed to use a semi-supervised learning algo-
rithm to explore both labeled and unlabeled images, where
visual and textual features were combined under the Multi-
ple Kernel Learning (MKL) framework.

However, these methods either take a pre-fusion at the
feature level (i.e. the visual and textual features are concate-
nated together) or a post-fusion at the decision level (i.e. the
classification scores from the two different modalities are
combined) to combine the visual and textual content. Thus,
their intrinsic relationships are neglected by these methods.

To address the shortcomings of previous work, we pro-
pose an approach to efficiently leverage loosely related tags,
and explicitly model the intrinsic relationships between the
visual and textual content as combining them for image
recognition. As shown in Figure 1, in our formulation each
image is represented as a visual document by using a bag-
of-words representation, meanwhile text tags are leveraged
to define the relations between each pair of images. As
a result, a visual document network (VDN) is constructed
where the nodes indicate images and links indicate image
relations.

After that, we build an intermediate level representation
in a joint latent space by modeling the VDN with a network
structured topic model, which jointly models the image con-
tent and their relations. Such an intermediate level repre-
sentation can be regarded as a mid-level fusion between the
visual and textual content. In particular, images are repre-
sented as topic mixtures in a latent space by analyzing their
visual content, meanwhile two images with shared common
tags are encouraged to have similar representations. There-
fore, the intrinsic relationships between the visual and tex-
tual content are explicitly modeled as building the image
representation.

Recently, some network structured topic models such as
the Relational Topic Model (RTM) [6] have been proposed
to model a document network. However, the original RTM
model is an unsupervised model, and an additional discrim-
inative classifiers (e.g., SVM classifiers) is required to con-
duct the final recognition tasks.

To effectively model the VDN and leverage the discrim-
inative labels, we first extend the RTM to a supervised
model, namely supervised RTM (s-RTM), where the im-
age category labels are incorporated into the process of
topic modeling. Therefore, image content, their relations
and their category labels could be jointly modeled. Fur-
thermore, to effectively exploit the relations between train-
ing and testing images, a transductive learning model,i.e.
a semi-supervised RTM (ss-RTM) is proposed to jointly
model the training and testing images, as shown in Figure 3.

Although many loosely related tags do not directly corre-
spond to the image content, two images usually have a cer-
tain relationship (e.g., contain a same object) if they share
common properties (e.g., text tags) [15]. For example, two
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Figure 2. Construction of visual document network, where each
node indicates an image and each link indicates a pair-wise image
relation. The positive (i.e., with shared tags) and negative (i.e.,
without shared tags) relations are denoted as bold and thin links
respectively.

photos tagged with a common tag (e.g., ‘National Mall’) are
more likely to contain a same object (e.g., ‘Lincoln Memo-
rial’). Therefore, we establish the pair-wise image relations
by using text tags rather than modeling the direct correspon-
dences between image content and tags.

In particular, two kinds of image relations are defined by
using the text tags,i.e., if two images share the common
tags (both of them are annotated with one or more common
tags), we define that they have apositiverelation which in-
dicates they are more likely to be from the same image cate-
gory; otherwise we define that they have anegativerelation,
as shown in Figure 2. Thus, our approach is not constrained
by the assumption that tags should exactly correspond to
image regions, and hence can efficiently leverage loosely
related tags. Another advantage of encoding tags as im-
age relations is that, it can tolerate incorrect tags since the
probability for two image share a common incorrect tag is
relatively small.

In summary, our contributions are two-folds. First,
we propose to exploit visual and textual content to form
an intermediate level representation for visual recognition
through principled probabilistic modeling. Second, two net-
work structured topic models,i.e. s-RTM and ss-RTM are
proposed which simultaneously model the image content,
their relations, and their category labels.

2. Related Work

Topic models were originally proposed for document
understanding [4], and have been successfully adapted to
image understanding and recognition. Fei-Fei [8] and
Bosch [5] exploited LDA and pLSA for scene recogni-
tion respectively. Niu [16] presented a context aware topic
model for scene category recognition. Wanget al. [18] ex-
tended a supervised topic model sLDA [3] for simultaneous
image classification and annotation. However, these meth-
ods simply neglect the relations among images.

To the best of our knowledge, our approach is the first
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Figure 3. The comparison of image recognition between ss-RTM and s-RTM. The image relations within the training and within the testing
subsets are explored separately in s-RTM, whereas the relations within and between (denoted as red links in Figure 3(a))the training and
testing subsets are both explored in ss-RTM.

one that explicitly models the image relations by using a
network structured topic model. Recently, some multi-label
joint learning methods were proposed to explicitly model
the relations among image categories [17]. In contrast, our
approach focuses on modeling the relations among image
instances which come from different image categories. So it
is a fine-grained joint learning method compared with these
multi-label learning methods.

There are some other methods leveraged multi-modality
information for annotation [14, 13, 20]. However, these
work focus on building a graph with images and tags, and
propagating tags for image annotation rather than image
category recognition.

From the perspective of learning a joint latent space for
the visual and textual modalities, another method [11] is
related to our approach. However, it focuses on an image
retrieval scenario where a narrative text is loosely related to
an image and where only a few image-text pairs are avail-
able. In contrast, for our task the image-text pairs are easily
collected but a long narrative text is unavailable.

3. Overview of Our Approach

As shown in Figure 1, the proposed method for weakly
annotated image recognition has two stages. Specifically,
for each imaged, d ∈ D, its local features (e.g., Dense-
SIFT) are extracted, and it is represented as a visual doc-
ument{wd,n, n = 1, 2, ..., Nd} by a bag-of-words repre-
sentation. This visual document is treated as a node in the
VDN. Meanwhile, the image relations are encoded as links
in VDN. Similar to the original RTM model, the relation be-
tween imaged andd′ is also described by a binary variable
ld,d′. Theld,d′ is defined to indicate whetherd andd′ come
from a same image category, and is modeled according to
whetherd andd′ share common tags. Specifically, ifd and
d′ share common user tags, we define they have apositive
relationld,d′ = 1; otherwise we define they have anegative
relationld,d′ = −1, as shown in Figure 2.

It is noticed that we only encode the relations for a subset
of image pairs in our model for two reasons: 1) due to the
noisy or missing tags, some image relations cannot be cor-
rectly modeled. Thus, only some reliable image relations

should be selected to construct the VDN; 2) if all image re-
lations are selected, the VDN is a full-connected network
and it will significantly increase the computational cost of
topic modeling.

Next, regards the stage of topic modeling, we have
two options,i.e., ss-RTM and s-RTM, which depends on
whether the training and testing images are available at the
same time. If they are, we can construct one VDN with
both the training and testing images, and model the VDN
with a ss-RTM, where the labels for testing images can be
directly predicted by conducting the inference on the ss-
RTM, as shown in Figure 3(a). Otherwise, we first con-
struct a VDN with the training images, and learn a s-RTM
model; when the testing images are available, another VDN
is constructed with the testing images, and their category
labels are predicted with the learnt s-RTM, as shown in Fig-
ure 3(b).

Obviously, more image relations (i.e., relations between
the training and testing images) will be modeled in the ss-
RTM, thus the ss-RTM should achieve better recognition
performance over the s-RTM, which will be demonstrated
in the Section 6. The details for the ss-RTM and s-RTM
will be presented in the Section 4 and 5 respectively.

4. Semi-supervised RTM (ss-RTM)

Similar to the RTM [6], the ss-RTM is a generative prob-
abilistic model to model a network of visual documents.
Different from the RTM, the category labels of images are
considered in the ss-RTM.

As we know, the image category labels were considered
and efficiently modeled in the sLDA [3]. Inspired by it,
the image category labels are incorporated into the ss-RTM
in a similar way. Specifically, the task of image category
recognition is formulated as a binary classification problem
in a One-vs-Other fashion in this paper. So, we build one
ss-RTM for each image category to distinguish it from other
categories, and use a binary random variableyd to describe
the image category label, whereyd = 1 indicates the image
d comes from this category andyd = −1 indicates it comes
from one of other categories.

For each image category, its training setDtr and test-
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Figure 4. The graphical models for ss-RTM and s-RTM. They only
illustrate the graphical model for a single pair of images. For the
ss-RTM, it models an image network where only some image la-
bels are known,e.g., thed′ indicates a training image with label
yd′ and thed indicates a testing image without label.

ing setDts constitute its entire image setD = Dts +Dtr.
The image setD, the set of image relationsL = {ld,d′|d 6=
d′, d ∈ D, d′ ∈ D}, and the category labels of training im-
ages{yd}d∈Dtr

are modeled by a ss-RTM. The generative
process is as follow:

1. For each topick:
(a) Draw topic distribution over the visual vocabu-

lary φk ∼ Dir(β).

2. For each visual documentd ∈ D:
(a) Draw topic proportionsθd ∼ Dir(α).
(b) For each visual wordwd,n:

i. Select a topiczd,n ∼ Multi(θd).
ii. Draw a visual wordwd,n ∼ Multi(φzd,n).

(c) If yd is observed (i.e., d ∈ Dtr), draw image cat-
egory labelyd

yd|z̄d, η ∼ ρ(yd|z̄d, η).

3. For each observed linkld,d′ ∈ L:
(a) Draw a link indicatorld,d′:

ld,d′ |z̄d, z̄d′ ∼ ψ(ld,d′ |z̄d, z̄d′).

where the parameters for the ss-RTM model areK distri-
butions over the visual vocabularyφ1:K , aK-dimensional
Dirichlet parameterα, a functionψ that provides link prob-
abilities, and a functionρ that provides label probabilities.

Figure 4(a) illustrates the graphical model for this pro-
cess for a single pair of documents, where thed′ indicates
a training image with labelyd′ and thed indicates a testing
image without label.

We model the image category labels as that in the
sLDA [3]. Since the category label is model with a binary
random variableyd, the distribution over theyd is described
with a logistic function in this paper,i.e.,

ρ(yd = 1|z̄d, η) =
1

1 + exp(−ηT z̄d)
(1)

whereη is the parameter of the logistic function, andz̄d =
(1/N)

∑N
n=1

zn.
To model image relations, we define a specificlink prob-

ability functionψ(ld,d′ |z̄d, z̄d′) to describe the image re-
lation ld,d′ defined on top of image representations (i.e.,
z̄d, z̄d′). In the original RTM, two specific link probability
functions (i.e., thelogistic regression functionand theexpo-
nential mean function) were used to model the document re-
lations (i.e. document citations). These two functions have
the capacity to describe a complex relationship between the
document citations and document representations.

Instead of using these two functions, in our model, we
assume that two images are more likely to have similar
representations if they have a positive relation (i.e. share
common tags) . Therefore, we define thehistogram in-
tersectionbetween vectors̄zd and z̄d′ to measure the sim-
ilarity of representations betweend and d′, i.e., sd,d′ =
∑K

k=1
min(z̄d,k, z̄d′,k). And we define the link probabil-

ity function as,

ψ(ld,d′|z̄d, z̄d′) =

{

sd,d′ , ld,d′ = 1
1− sd,d′ , ld,d′ = −1

(2)

This function can not only properly describe image re-
lation defined on top of the image representations, but also
simplify the learning algorithm due to that no parameters to
be estimated.

According to the generative process of ss-RTM, the joint
distribution of visual wordsw, image relationsl, the label
of training imagesy, topic mixtureθ, topic distributionφ,
and a set of topicsz is given by

p(w, l,y, θ,φ, z|α, β, η, ω) =
∏

d∈D

p(θd|α)
∏

n∈Nd

p(zdn|θd)p(wdn|φzdn)
∏

k∈K

p(φk|β)

∏

d∈Dtr

ρ(yd|z̄d, η)
∏

l∈L

(ψ(ld,d′|z̄d, z̄d′))ω , (3)

where the first three, the fourth and the fifth item indicate
the generation of image visual content, image category la-
bel, and image relations respectively.

At last, another parameterω is introduced in our model
to further tune the fifth item, as shown in Eq 3. As we
know, for a certain image category, the visual content and
text tags usually have different discriminative ability for im-
age recognition. For example, since the object ‘bird’ usually
covers a small region in an image, only a little of discrimina-
tive visual features can be extracted from that region. Thus,
for the ‘bird’ category, visual content do not have enough
discriminative ability. But for the ‘sunset’ category, thesit-
uation is opposite since it is about a scene that describes
what a whole image looks like.

Since the text tags have been encoded as the image rela-
tions, we need a parameterω to trade off the effect between
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Table 1. Inference of ss-RTM

Input: {wd}d∈D, {yd}d∈Dtr
and{l}l∈L

Output:{yd}d∈Dts

1. Inference ofsLDAwith {wd}d∈D, {yd}d∈Dtr

and initializeη0 = ηsLDA;
2. Loopi = 1, 2, ..., N :

(2.1) Givenηi−1, do Gibbs sampling as Eq 4
and get{zid}d∈D;

(2.2) Given{zid, yd}d∈Dtr
, do logistic regression

as Eq 1 and estimateηi;
3. Givenη∗ = ηN and{zNd }d∈Dts

, predict the
category labels{yd}d∈Dts

as Eq 1 .

the visual content and image relations for the image recog-
nition. From Eq 3, we can assign a large value toω if the
image relations (i.e., text tags) are more discriminative for
recognition, and vice versa.

4.1. Inference

Given the topic assignments of testing images{zd}d∈Dts

and the parameter of logistic functionη, the category labels
of testing images can be predicted with Equation 1. Thus,
the problem of image recognition with the ss-RTM is for-
mulated as the inference of topic assignments{zd}d∈D and
the estimation of parameterη.

If the parameters of the ss-RTM are known, the topic as-
signments can be inferred by the Gibbs sampling [9]. How-
ever, since the topic assignments{zd}d∈D and the param-
eterη are both unknown, we carry out an algorithm to es-
timate them iteratively,i.e., fix one and estimate another
iteratively, as shown in Table 1.

In particular, the parameterη is firstly initialized by the
inference of the sLDA model [3]. Then,{zd}d∈D andη are
estimated iteratively. Specifically, because only the cate-
gory labels of training images are known, theη is estimated
with {zid, yd}d∈Dtr

. After several iterations upon conver-
gence, the optimal value of parameterη∗ can be estimated,
and the corresponding topic assignments{zd}d∈D are in-
ferred, too. In the end, the category labels of testing images
are predicted according to Equation 1.

According to the generative process of the ss-RTM, the
Gibbs sampling equation for the ss-RTM can be derived in
a similar way as the RTM,i.e.,

p(zd,n = k|z−dn,w, l,y) = (α+m−dn
d,k )

n−dn
k,wd,n

+ β
∑

w n
−d,n
k,w +Kβ

ρ(yd|zd, η)

ρ(yd|z
−dn
d , η)

∏

l∈L

(

ψ(ld,d′|zd, zd′)

ψ(ld,d′ |z−dn
d , zd′)

)ω

, (4)

wherem−dn
d,k stands for the number of times that topick is

assigned to visual documentd except forzd,n, andn−dn
k,w

indicates the number of times that topick is assigned tow
except forzd,n.

Table 2. Learning of s-RTM

Input: {wd, yd}d∈Dtr
, and{l}l∈Ltr

Output:φ∗
1:K andη∗

1. Inference ofsLDAwith {wd, yd}d∈Dtr

and initializeη0 = ηsLDA;
2. Loopi = 1, 2, ..., N :

(2.1) Givenηi−1, do Gibbs sampling as Eq 8
and get{zid}d∈Dtr

;
(2.2) Given{zid, yd}d∈Dtr

, do logistic regression
as Eq 1 and estimateηi;

3. Given{zNd }d∈Dtr
, evaluateφ∗

1:K as Eq 7
and outputη∗ = ηN

Furthermore, according to Equation 1, the last term in
Equation 4 can be computed as

ρ(yd|zd, η)

ρ(yd|z
−dn
d , η)

=
1

1 + exp(−(yd)(ηT z̄
−dn
d + ηk

Nd
))

(5)

5. Supervised RTM (s-RTM)

As aforementioned, when the testing images cannot be
obtained with the training images at the same time, we
should conduct the image recognition with the s-RTM
model, which consists of two phases: at training phase, we
firstly construct a VDN from the training images, learn a s-
RTM for the VDN, and estimate its model parameters (i.e.,
φk, η); at testing phase, another VDN is constructed with
the testing images, and the category labels for testing im-
ages are predicted with the learnt s-RTM.

5.1. Learning

Given the training data, the learning of s-RTM can be
formulated as

{φ∗
1:K , η

∗} = argmax
φ1:K ,η

p(y,w, l|φ1:K , η), (6)

wherew andy indicate the visual documents and category
labels for the training images, andl indicate the relations
among training images.

Since there are two kinds of parameters to be estimated,
i.e., topic-word distributionφ1:K and the parameterη of the
logistic function. We still carry out an algorithm to estimate
them iteratively, as shown in Table 2.

Generally, we can directly estimateφ1:K with the topic
assignments{zd}d∈Dtr

as

φk =
nw,k + β

∑

k nw,k +Wβ
, (7)

wherenk,w indicates the number of times that topick is
assigned tow. So, we only need to infer{zd}d∈Dtr

at the
iteration step and estimateφ∗

1:K at last.
Particularly, firstly theη is again initialized by the in-

ference of the sLDA model; then the topic assignments
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{zd}d∈D and theη are estimated iteratively; after several
iterations upon convergence, the optimal valueφ∗

1:K andη∗

are obtained at last.
Since the images relations are specific to the training im-

agesLtr for the s-RTM learning, the Gibbs sampling equa-
tion for the s-RTM is modified as

p(zd,n = k|z−dn,w, l,y) = (α+m−dn
d,k )

n−dn
k,wd,n

+ β
∑

w n
−d,n
k,w +Kβ

ρ(yd|zd, η)

ρ(yd|z
−dn
d , η)

∏

l∈Ltr

(

ψ(ld,d′|zd, zd′)

ψ(ld,d′ |z−dn
d , zd′)

)ω

(8)

5.2. Prediction

At the testing phase, we focus on applying the learnt s-
RTM for the prediction of category labels of testing images.
Specifically, we firstly do Gibbs sampling on the RTM with
the testing data (i.e., {wd}d∈Dts

and{l}l∈Lts
), where all

category labels are unknown, and the parameterφ1:K is
fixed as the learntφ∗

1:K . After that, the topic assignments
of testing images{zd}d∈Dts

are inferred. With the inferred
{zd}d∈Dts

and the learntη∗, the category label of a testing
image can be predicted according to Equation 1.

6. Evaluation

To evaluate the performance of the proposed methods,
we conduct some experiments on two social media datasets,
which are described below:

• NUS-WIDE: It contains 269,648 images which are
crawled from Flickr website. The crawled images are
linked to 1,000 different user tags, which are annotated
by users registered in Flickr. Beyond these images and
user tags,81 concepts are defined in the dataset.

• MIRFLICKR-25k: It contains 25,000 images which
are also crawled from Flickr website. In the collection
there are 1,386 tags which occur in at least 20 images.
And 23 potential labels are defined in the dataset.

6.1. Experimental setting

The81 concepts and23 potential labels are regarded as
different image categories for the evaluation of image cate-
gory recognition in this paper. For each image category, we
generate its training and testing subsets in an One-vs-Other
fashion,i.e., we randomly selectN images from its cate-
gory as positive samples, and randomly selectN images
from other categories as negative samples.

The number of image relations increases rapidly when
more images are considered. Even through our algorithm
only considers a portion of image relations, it still takes a
long time to conduct image recognition with all images in
the dataset. So, we setN = 500 in this paper to evaluate our

Table 3. The performances of all the competing algorithms onthe
two datasets, and the performance is evaluated in terms of AP.

Methods NUS-WIDE MIRFLICKR-25k

BoW+SVM 70.8% ± 0.2% 72.9% ± 0.3%

Tag+SVM 74.4% ± 0.3% 73.8% ± 0.4%

BoW+Tag+SVM 75.1% ± 0.2% 74.2% ± 0.3%

BoW+Tag+MKL 76.2% ± 0.2% 77.4% ± 0.3%

LDA+SVM 72.3% ± 0.1% 73.1% ± 0.2%

sLDA 72.8% ± 0.1% 73.8% ± 0.2%

RTM+SVM 74.1% ± 0.2% 75.1% ± 0.3%

s-RTM 80.2% ± 0.2% 78.3% ± 0.4%

ss-RTM 84.1%± 0.2% 81.1% ± 0.4%

approach. Furthermore, to evaluate the stability of our algo-
rithm, we repeat the process50 times independently. Thus,
50 independent training and testing subsets are generated
for each image category. The algorithms are evaluated on
each subset, and the average performance on the50 subsets
is regarded as the final performance of the algorithm.

In addition, to estimate the optimal value of parameterω
for each category, we use a5-fold cross validation on their
training subsets.

For each image, we densely extract SIFT features from
10 × 10 image patches. These SIFT features are quantized
to form a visual codebook of size500. For tags, follow-
ing [10], the457 most frequently used tags are leveraged to
form a tag codebook.

6.2. Image recognition

We compare our method with two categories of image
recognition methods. The first category is discriminative
methods [10]. Specifically, local features are extracted from
those images and each image is represented as a BoWs vec-
tor. Meanwhile, each image can also be represented as a
tag vector by using its associated tags. Thus the image
recognition can be conducted in four ways: using an SVM
classifier with only the BoWs or Tag vector (denoted as
‘BoWs+SVM’ or ‘Tag+SVM’ respectively); using an SVM
classifier with the vector generated by concatenating BoWs
and Tag vectors together,i.e., in a pre-fusion way (denoted
as ‘BoWs+Tag+SVM’); and using Multiple Kernel Learn-
ing (MKL) to fuse both BoWs and Tag vectors,i.e., in a
post-fusion way (denoted as ‘BoWs+Tag+MKL’).

The other category is based on topic models, which in-
cludes LDA [4], RTM [6], and sLDA [3]. Specifically, LDA
and RTM are unsupervised topic models and a binary linear
SVM classifier is used to conduct the final recognition based
on their representation vectors. The sLDA is a supervised
method and is directly employed for image recognition.

Table 3 illustrates the performances of all the com-
peting algorithms on the two datasets. Obviously, both
‘BoWs+Tag+SVM’ and ‘BoWs+Tag+MKL’ consider the
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Figure 5. The recognition accuracy and efficiency for the selection
of image relations. The x-axis indicates the ratio for the selected
relations to all relations (from1% to 20%), the recognition accu-
racy is measured in terms of AP, and the recognition efficiency is
measured in terms of the relative runtime of the recognitionalgo-
rithm (i.e., the runtime for the ratio1% is defined as unit ‘1’).

image features and tags at the same time, and hence achieve
better recognition performance over ‘BoWs+SVM’ and
‘Tag+SVM’. On the other hand, the RTM, s-RTM, and ss-
RTM jointly consider the image content and their relations,
and achieve better performance over ‘LDA’ and ‘sLDA’.
Furthermore, since image label is incorporated into the pro-
cess of topic modeling, the s-RTM and ss-RTM not only
achieve better performance over the RTM, but also can be
used to conduct recognition without an SVM classifier.

Obviously, the ‘BoWs+Tag+MKL’ performs better over
the ‘BoWs+Tag+SVM’, which indicates the post-fusion
based method,i.e., multiple kernel learning can better
weight and leverage the visual and textual content compared
with the pre-fusion based method. Furthermore, we build
an intermediate level representation, and it can be regarded
as a mid-level fusion of the visual and textual modality,
which performs better than both the pre-fusion and post-
fusion based methods.

More importantly, because the performance of ss-RTM
is improved3% or 4% on the two datasets compared with
the s-RTM, we can see that the relations between the train-
ing and testing images are more helpful for image recog-
nition. The detailed comparisons among all these methods
in terms of AP over each individual category on the two
datasets are illustrated in Figure 7 and 8 respectively.

6.3. Discussion

6.3.1 The selection of image relations

To reduce the impact of noisy tags and the computational
cost of topic modeling, we only select some reliable image
relations to model.

Obviously, the number of shared tags usually indicates
the reliability of an image relation. In other word, the larger
the number of shard tags is, the more reliable the relation
is. So, we propose a relation selection scheme based on the
number of shared tags in this paper. Specifically, for each
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Figure 6. Tradeoff between image content and their relations. Ob-
viously, the optimal value ofω for image category ‘bird’ is rela-
tively large. in contrast, it is relatively small for image category
‘sunset’.

imaged in VDN, the reliability of relationssd,d′ between it
and another imaged′ is described by the number of shared
tags between them, and they are sorted in an ascending or-
der. Thus, if we want to selectM relations at last, the top
M/2 relations in the sorted list are selected as positive rela-
tions. And theM/2 random relations with zero shared tags
(i.e., sd,d′ = 0) are selected as negative relations.

In Figure 5, take the image category ‘airport’ in the
NUS-WIDE dataset as an example. Obviously, the accu-
racy increases rapidly when the percentage of selected rela-
tions is relatively small, and will quickly reach a saturation
point. In contrast, the runtime of the recognition algorithm
increases linearly. So there is a upper bound for recogni-
tion performance, which cannot be improved by simply in-
creasing the number of relations modeled. As a result, we
just need to select a portion of reliable image relations to
ensure the recognition accuracy and simultaneously reduce
the computational cost.

Even through, it takes a long time for our inference al-
gorithm to conduct image recognition with all images in the
dataset. We will exploit some strategies to improve the scal-
ability of our method in future work.

6.3.2 Tradeoff between image content and relations

In the proposed models, both visual and textual content are
incorporated into topic modeling. However, for a certain
image category, they usually have different discriminative
ability for image recognition. Obviously, for the image cat-
egory about an small object such as ‘bird’, text tags are more
discriminative; for the image category about a scene such as
‘sunset’, visual content are more discriminative.

As aforementioned, a parameterω is introduced to trade
off their impact on image recognition. In particular, we
should assign a large value toω if the text tags are more
discriminative, and vice versa. As shown in Figure 6, the
optimal value ofω for image category ‘bird’ is larger than
that for image category ‘sunset’. And the optimal value of
parameterω is estimated by a5-fold cross validation.
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Figure 7. Comparison of different algorithms over 81 concepts on NUS-WIDE dataset in terms of AP.
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Figure 8. Comparison of different algorithms over 23 concepts on MIRFLICKR-25k dataset in terms of AP.

7. Conclusion and Future Work

In this paper, visual content and text tags are leveraged
together for image recognition in social media. By encoding
the text tags as the image relations, the loosely related tags
can be efficiently leveraged. By building an intermediate
representation with ss-RTM, the visual and textual content
can be fused at the mid-level, where their intrinsic relation-
ships are explicitly modeled. Moreover, image category la-
bels are also modeled in the ss-RTM, and recognition can
be conducted without an additional discriminative classi-
fier. Our experiments clearly demonstrate the advantages
of our approach. Our future work will focus on improving
the scalability of our method.
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