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Abstract

This paper introduces a new color transfer method which is a process of transferring color of an image to match the color of another image of the same scene. The color of a scene may vary from image to image because the photographs are taken at different times, with different cameras, and under different camera settings. To solve for a full nonlinear and nonparametric color mapping in the 3D RGB color space, we propose a scattered point interpolation scheme using moving least squares and strengthen it with a probabilistic modeling of the color transfer in the 3D color space to deal with mis-alignments and noise. Experiments show the effectiveness of our method over previous color transfer methods both quantitatively and qualitatively. In addition, our framework can be applied for various instances of color transfer such as transferring color between different camera models, camera settings, and illumination conditions, as well as for video color transfers.

1. Introduction

Color of a scene may vary from image to image because the photographs are taken at different times (illumination change), with different cameras (camera spectral sensitivity change), and under different camera settings (in-camera imaging parameter change [10]) (Fig. 1). Photographs of a scene may also vary due to different photographic adjustment styles of the users [4].

In general, color transfer refers to the process of transforming color of an image so that the color becomes consistent with the color of another image. Color transfer is applied to many computer vision and graphics problems. One main application is the computational color constancy in which the color is transferred to remove the color cast by the illumination [2]. It is also used to generate color consistent image panoramas and 3D texture-maps [11, 14, 23], as well as to enhance and manipulate images by emulating the tone and the color style of other images [6, 16, 18].

The process is also called as color correction, color mapping, or photometric alignment.

The goal of this paper is to introduce a new mechanism for transferring color between images. We are particularly interested in employing a full nonlinear and nonparametric color mapping in the 3D RGB color space instead of using a linear color transformation, modeling color channels separately, or matching statistical color measures (mean and variance) between images in an uncorrelated color space. Utilizing a full 3D color transformation is especially useful for explaining the in-camera imaging pipeline which was recently introduced in [10]. To solve the nonparametric 3D color transfer problem, we employ a scattered point interpolation scheme based on moving least squares and make it more robust by combining it with a probabilistic modeling of the color transfer. Our framework can be applied for
various instances of color transfer such as transferring color between different camera models (e.g., iPhone and a Canon DSLR) and camera settings (e.g., white balance and picture styles), illumination conditions, and photographic retouch styles as shown in Fig. 1.

2. Related Work

2.1. Color Transfer

Given an RGB value $x = [r, g, b]^T$, the most common used method for transferring the color is to apply a linear transformation: $x' = Mx$, where $M$ is a $3 \times 3$ matrix describing the mapping of the three color channel values. Although the matrix $M$ can be of any arbitrary form, a simple diagonal model is used more often than not, especially in the computational color constancy work [2]. While the linear transformation model provides a simple yet effective way to transform colors, it shows clear limitations in explaining the complicated nonlinear transformations in the imaging process. Another method for transferring color is to use a general polynomial model [7]: $x' = M^x \cdot [r^n, g^n, b^n, ..., r, g, b, 1]^T$. By introducing higher degree terms, the polynomial model can compensate for the nonlinearities better than the linear model.

Another popular color transfer method is based on the statistics of the color distribution in images, first proposed by Reinhard et al. in [16]. The images are transformed to the uncorrelated $\alpha \beta$ space and the color transform is computed by matching the means and the standard deviations of the global color distributions of the images. This approach served as the baseline for other following color transfer works such as in [14, 15, 18]. While this statistical approach is effective in transferring the look and the feel of the image color (which is good enough for some applications), it may not be practical for photometrically aligning different color values accurately.

Some other color transfer methods include computing the brightness transfer from 2D joint histograms of registered images [11] and a 2D tensor voting scheme [8]. For more detailed comparisons and evaluations of different color transfer methods, we refer the readers to [23].

Compared to the previous methods described above, the main contribution of this paper is that we present a nonlinear and nonparametric color transfer framework that operates in a 3D color space. This new framework for color transfer fits well with the in-camera imaging process recently introduced in [10], where it was shown that the color values are processed in a highly nonlinear fashion in the 3D color space due to components such as tone-mapping and gamut mapping. Experiments show that our method can align colors much more accurately than the other frameworks and the proposed method is general enough to be used for many different applications.

2.2. Moving Least Squares

Moving least squares (MLS) is a scattered point interpolation technique first introduced in [12] to generate surfaces. Using the MLS method, one can reconstruct a continuous function from a set of point samples by incorporating the weighted least squares scheme, which gives more weights to those samples that are closer to the point being reconstructed (see Fig. 2(a)). The MLS approach has been successfully used for image deformation [17], surface reconstruction [5], and image superresolution and denoising [1]. In this paper, we apply the MLS method to the color transfer problem. To fit the MLS to the color transfer problem, we further incorporate a probabilistic measure to the MLS to strengthen the performance and add a parallel processing scheme to increase the computational efficiency. To the best of our knowledge, this is the first attempt to employ the MLS framework for transferring color.

3. Color Transfer Algorithm using Probabilistic Moving Least Squares

We introduce a mechanism for transforming color given a set of correspondences between a pair of images $I$ and $J$. By employing a nonlinear and nonparametric method, we can model various sources of color changes between images without targeting a specific form of the color change (e.g., exposure change, illumination change, etc.) in addition to modeling the color change more accurately compared to parametric methods such as the linear $3 \times 3$ mapping and the distribution matching [16].

Fig. 2 sketches the idea behind our Probabilistic Moving Least Squares (PMLS) framework for color transfer. Using the MLS framework, the color transfer can be computed for each input color by considering the distance of the input color to the control points, which are in our case a set of corresponding color points (Fig. 2(a)). A set of corresponding points given by an image registration algorithm can include many outliers, which can in turn adversely influence the MLS results. To deal with mismatches and noise, we employ a probabilistic approach by computing the probability of the bidirectional color transfer between the corresponding control points (Fig. 2(b)) and combining it with the MLS. The weights for the scattered point interpolation using PMLS now depends on not only the distance but also the probability of the color transfer between the corresponding points (Fig. 2(c)). We now explain the details of our algorithm in the following subsections.

3.1. Moving Least Squares Framework

Let $u$ and $v$ be the sets of the corresponding pixel values $(r, g, b)^T$ for images $I$ and $J$ respectively, and they will serve as the control points of the MLS algorithm. Given an RGB value $x$ in image $I$, we solve for the transformation
Figure 2: The PMLS concept. (a) The original MLS framework, the thickness of the line indicates the distance weight. (b) The probability of the bidirectional color transfer between the corresponding control points (Eq.13). (c) The proposed PMLS framework. The thickness of the line indicates the distance weight and the size of the circle is proportional to the probability of the color transfer between the corresponding points.

$T_x$ that minimizes

$$
\sum_{k=1}^{m} w_k |T_x(u_k) - v_k|^2,
$$

(1)

where $m$ is the number of control points and $w_k$ is the weight defined as

$$
w_k = \frac{1}{|u_k - x|^2},
$$

(2)

The name *Moving Least Squares* comes from the fact that the weights $w_k$ in this least squares problem change depending on the color $x$ to be evaluated [17]. Therefore, the transformation $T_x$ also varies for each $x$.

For image deformation work [17], a rigid transformation $T_x$ was chosen as the most realistic transformation since it maintains the geometric properties with less degrees of freedom. However, for our color transfer work, the transformation should be general as to model different elements of the color deformation such as illumination change, nonlinearities in the camera pipeline, or photo-editing by a user. Therefore, we choose the following affine transformation for $T_x$:

$$
T_x(x) = A_x x + b_x,
$$

(3)

where $A_x$ is a full $3 \times 3$ matrix and $b_x$ represents a translation.

By taking the partial derivative of Eq. 1 with respect to $b_x$, we get

$$
b_x = \bar{v} - A_x \bar{u},
$$

(4)

with $\bar{u}$ and $\bar{v}$ being the weighted centroids,

$$
\bar{u} = \frac{\sum_k w_k u_k}{\sum_k w_k}, \quad \bar{v} = \frac{\sum_k w_k v_k}{\sum_k w_k}.
$$

Eq. 3 can then be rewritten as

$$
T_x(x) = A_x (x - \bar{u}) + \bar{v},
$$

(5)

and Eq. 1 becomes

$$
\sum_k w_k |A_x \hat{u}_k - \hat{v}_k|^2,
$$

(6)

where $\hat{u}_k = u_k - \bar{u}$ and $\hat{v}_k = v_k - \bar{v}$.

$A_x$ can be computed by minimizing Eq. 6 as

$$
A_x = \left( \sum_k w_k \hat{u}_k \hat{u}_k^\top \right)^{-1} \sum_k w_k \hat{u}_k \hat{v}_k^\top.
$$

(7)

After computing $A_x$ and $b_x$, the color $x$ in image $I$ to be evaluated is transformed to the color $A_x (x - \bar{u}) + \bar{v}$.

In the MLS framework, the accuracy of the color transfer will depend on the number of control points. Since increasing the number of control points would also increase the computational load, we devised a parallel processing scheme to speed up the color transfer computation. The summations in Eq. 7 are not well suited for the parallelization, so we rewrite the equation as follows:

$$
A_x = \text{ivec}(w^\top y_1)^{-1} \times \text{ivec}(w^\top y_2)
$$

s.t. $y_1 = [\text{vec}(\hat{u}_1 \hat{u}_1^\top), \cdots, \text{vec}(\hat{u}_k \hat{u}_k^\top)]^\top$, $y_2 = [\text{vec}(\hat{v}_1 \hat{v}_1^\top), \cdots, \text{vec}(\hat{v}_k \hat{v}_k^\top)]^\top$, (8)
where $w^T$ is a row vector of $m$ elements constructed by stacking the weights for the $m$ control points, $\text{vec}(\cdot)$ denotes a vectorization operation that converts a $3 \times 9$ to a row vector of size $1 \times 9$, and $\text{ivec}(\cdot)$ denotes an inverse-vectorization operator that converts a $1 \times 9$ row vector to a $3 \times 3$ matrix. Instead of the summations in Eq. 7, we can now compute transformation matrix $T_x$ more efficiently by matrix multiplications, which can be easily parallelized. We implement the parallel processing using a GPGPU.

### 3.2. Probabilistic Modeling of the Color Transfer

The MLS framework is built upon the control points, which are basically corresponding colors in a given image pair in our color transfer problem. Finding correspondences between two images is not an easy task and matching errors do exist in many registration algorithms. Since the outliers in the matching can severely affect our MLS framework, we propose to use a probabilistic modeling of color transfer in order to gain robustness against the outliers and noise by taking into account the reliability of the computed correspondences.

We determine the reliability of each corresponding color pair by considering both the probability of the forward mapping (input image $I$ to reference image $J$) and the reverse mapping (reference image $J$ to input image $I$). Let $I(r, g, b)$ and $J(r, g, b)$ indicate the RGB values in the input image $I$ and the reference image $J$ respectively. To simplify the formulation, we define an indexing function in the input image from $r, g, b$ values to a single index $i$ as $\mathcal{I} \{ (r, g, b) \leftrightarrow i \}$ ($j$ is the index of the reference image). From a set of corresponding color values computed through an image registration algorithm, we can first compute the probability of each mapping as follows:

$$p(I(i), J(j)) = \frac{\# \text{ matches}(i, j)}{\# \text{ total matches}}.$$  \hspace{1cm} (9)

Then, we define the probability of the mappings as:

$$p(\mathcal{M}\{I(i), J(j)\}) = p(I(i)|J(j))p(J(j)|I(i)).$$  \hspace{1cm} (10)

Since the space of possible color is much bigger ($256^3$) than the color distribution of an image, we divide the color space by fixed-size($n$) bins for computing $p(\mathcal{M}\{I(i), J(j)\})$. The mapping function $\mathcal{M}\{\cdot\}$ is essentially a $n \times n$ matrix with $I(i), J(j)$ representing the bin index. We set the bin size as $20 \times 20 \times 20$ in all of our experiments, in which case the number of bins $n = 13 \times 13 \times 13 = 2197$.

### 3.3. Probabilistic Moving Least Squares

Probabilistic modeling of the color transfer in the previous subsection provides the reliability measure of the control points. We now combine this reliability measure to the MLS framework by considering the probability of the color transfer of the control points in addition to the distance of the color to be evaluated to the control points. The weight in Eq. 2 becomes:

$$w_k = \frac{1}{|u_k - x|^{2\alpha} + \epsilon} \times p(\mathcal{M}\{I(i), J(j)\})$$  \hspace{1cm} (11)

s.t. $u_k \in I(i), v_k \in J(j).$  \hspace{1cm} (12)
Table 1: Quantitative evaluations. Red, blue, and green indicate 1st, 2nd, and 3rd best performance respectively. The proposed PMLS method outperforms other methods in terms of PSNR and SSIM when applied to various test image sets such as the tonal adjustment database [4], captured image pairs with different camera settings, cameras, illumination and different photo retouch styles.

<table>
<thead>
<tr>
<th></th>
<th>PSNR (dB)</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>building</td>
<td>12.366</td>
<td>19.565</td>
</tr>
<tr>
<td>flower1</td>
<td>15.405</td>
<td>19.949</td>
</tr>
<tr>
<td>flower2</td>
<td>18.823</td>
<td>22.554</td>
</tr>
<tr>
<td>gangnam1</td>
<td>21.575</td>
<td>21.973</td>
</tr>
<tr>
<td>gangnam2</td>
<td>19.654</td>
<td>24.256</td>
</tr>
<tr>
<td>gangnam3</td>
<td>18.250</td>
<td>23.123</td>
</tr>
<tr>
<td>illum</td>
<td>14.581</td>
<td>18.595</td>
</tr>
<tr>
<td>mart</td>
<td>18.460</td>
<td>21.204</td>
</tr>
<tr>
<td>playground</td>
<td>20.601</td>
<td>23.770</td>
</tr>
<tr>
<td>sculpture</td>
<td>16.152</td>
<td>26.170</td>
</tr>
<tr>
<td>tonal1</td>
<td>17.642</td>
<td>25.382</td>
</tr>
<tr>
<td>tonal2</td>
<td>18.043</td>
<td>25.566</td>
</tr>
<tr>
<td>tonal3</td>
<td>15.963</td>
<td>25.327</td>
</tr>
<tr>
<td>tonal4</td>
<td>14.274</td>
<td>24.402</td>
</tr>
<tr>
<td>tonal5</td>
<td>18.429</td>
<td>25.229</td>
</tr>
</tbody>
</table>

Note that although the registration errors may affect the evaluation measures, the measures for different methods were computed using the same registration information.

4. Experiments

In this section, we provide a variety of experiments to validate our PMLS algorithm for color transfer. The computational time of our method is proportional to image size and the number of control points. With our CUDA implementation using nVIDIA Quadro 4000, it takes 4.5 seconds to color transfer an 1M pixel image.

We first provide quantitative evaluations of different color transfer algorithms in Table 1. The evaluation datasets include many sources of the color change including different cameras, different camera settings, different illuminations, and different photo retouch styles. Given a registered image pair, the color of the first image is transferred to match the color of the second image, and then PSNR and SSIM (Structural SIMilarity) [21] are computed over the corresponding pixels as the measures of the performance. As for the SSIM which is a measure of structural similarity.
We have presented a new mechanism for transferring color between images using a probabilistic moving least squares framework. Through numerous experiments, we have shown that our method can transfer color between images more accurately than the previous color transfer methods and can be used for interesting applications such as video color transfers.

Currently, our color transfer framework is applied globally in the spatial domain, acting as a one-to-one color mapping function. This color model explains many instances of color variation such as different camera, different camera settings, and global tonal retouch very well. Our model can also explain illumination variations such as global lighting color variations (as in the computational color constancy) and even directional illumination change as long as the mapping is one-to-one. However, our method will have problems for one-to-many color mappings, e.g., local illumination variations due to shadows, specularities, and etc. In the future, we would like to take this locality into consideration by looking for piecewise-consistent color mappings between images as in [9]. Furthermore, we would like to explore extending our framework for N-view case where there are more than 2 overlapping images [22] by employing a joint optimization scheme.
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Figure 4: More qualitative and quantitative results. The reference image and the color transferred image are overlayed by column blocks. Using our algorithm, the mosaic images look as if they are just a single image, while the results from the other methods show clear discrepancy. We recommend the readers to zoom-in to see the difference clearly.
Figure 5: Photometric alignment using our color transfer method for generating a color consistent panorama. Geometric alignment is obtained from [3].

Figure 7: Video transfer application. (Top) Original Video (Bottom) Color transferred video where the color transfer is computed from just one example pair.


