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Abstract

Scene text recognition has inspired great interests from the computer vision community in recent years. In this paper, we propose a novel scene text recognition method using part-based tree-structured character detection. Different from conventional multi-scale sliding window character detection strategy, which does not make use of the character-specific structure information, we use part-based tree-structure to model each type of character so as to detect and recognize the characters at the same time. While for word recognition, we build a Conditional Random Field model on the potential character locations to incorporate the detection scores, spatial constraints and linguistic knowledge into one framework. The final word recognition result is obtained by minimizing the cost function defined on the random field. Experimental results on a range of challenging public datasets (ICDAR 2003, ICDAR 2011, SVT) demonstrate that the proposed method outperforms state-of-the-art methods significantly both for character detection and word recognition.

1. Introduction

With the rapid growth of camera-based applications readily available on smart phones and portable devices, understanding the pictures taken by these devices semantically has gained increasing attention from the computer vision community in recent years. Among all the information contained in the image, text, which carries semantic information, could provide valuable cues about the content of the image and thus is very important for human as well as computer to understand the scenes. As proved by Judd et al. [7], given an image containing text and other objects, viewers tend to fixate on text, suggesting the importance of text to human. In fact, text recognition is indispensable for a lot of applications such as automatic sign reading, language translation, navigation and so on. Thus, understanding scene text is more important than ever.

Most of the previous work on scene text recognition could be roughly classified into two categories: traditional Optical Character Recognition (OCR) based and object recognition based. For traditional OCR based methods [2, 22, 12], various binarization methods have been proposed to get the binary image which is directly fed into the off-the-shelf OCR engine. However, since text in natural images differs from text in traditional scanned documents in terms of resolution, illumination condition, size and font style, the binarization result is usually unsatisfactory. Moreover, the loss of information during the binarization process is almost unrecoverable, which means if the binarization result is poor, the chance of correctly recognizing the text is quite small. As shown in Figure 2, the binarization result is very disappointing, making it almost impossible for the following segmentation and recognition.

On the other hand, object recognition based methods assume that scene character recognition is quite simi-
We represent each charac-
ter by a tree $T_k = (V_k, E_k)$, where $k$ is the index of the character. Figure 3 shows the models for some characters. Each rectangle corresponds to a part-based filter of the character and the red lines illustrate the topological relations of the parts.

**Model for each character:** We represent each character by a tree $T_k = (V_k, E_k)$, where $k$ is the index of the character. Let $I$ represents...
the input image and \( l_i = (x_i, y_i) \) denotes the location of part \( i \). Then the score of the configuration of all the parts \( L = \{ l_i, i \in V_k \} \) could be defined as:

\[
S(L, I, k) = S_{App}(L, I, k) + S_{Str}(L, k) + \alpha_k
\tag{1}
\]

where

\[
S_{App}(L, I, k) = \sum_{i \in V_k} w^k_i \cdot \phi(I, l_i)
\tag{2}
\]

and

\[
S_{Str}(L, k) = \sum_{ij \in E_k} w^k_{ij} \cdot \psi(l_i - l_j)
\tag{3}
\]

As we can see, the total score of a configuration \( L \) for model \( k \) consists of the local appearance score in (2), the structure or shape score in (3), and the bias \( \alpha_k \). Next, we will give details about the appearance model and the shape model.

**Local appearance model:** Eq. (2) is the local appearance model which reflects the suitability of putting the part based models on the corresponding positions. \( w^k_i \) represents the filter or the model for part \( i \), structure \( k \), and \( \phi(I, l_i) \) denotes the feature vector extracted from the location \( l_i \). Thus, the score of placing part \( w^k_i \) on position \( l_i \) is actually the filter response of template \( w^k_i \). We choose HOG [3] as the local appearance descriptor due to its good performance on many computer vision tasks.

**Global structure model:** Eq. (3) is the structure or shape model which scores the character-specific global structure arrangement of configuration \( L \). Here we set \( \psi(l_i - l_j) = [dx \ dx^2 \ dy \ dy^2] \), where \( dx = x_i - x_j \) and \( dy = y_i - y_j \) are the relative distance from part \( i \) to part \( j \). Each term in the sum acts as a spring that constrains the relative spatial positions between a pair of parts. The parameters \( w^k_{ij} \), which are learned in the training process, could control the location of each part relative to its parent and the rigidity of each spring. By incorporating the elastic structure information, the model could detect characters with contamination or deformation as shown in Figure 4(a).
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**Figure 3.** Our tree-structured models for some characters. Red lines denote the topological relations of the parts and each rectangle corresponds to a part-based filter.
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**Figure 4.** Some detection and recognition results. The red rectangle labels the position of the root node of the tree while the blue ones label other parts. The character in the green rectangle labels the type of the structure. (a) Detection results of characters with contamination and deformation. (b) Detection results of text images after applying NMS.

2.2.2 Inference

Inferring the character-specific structure corresponds to maximizing \( S(L, I, k) \) in (1) over \( L \) and \( k \). Since the models are independent from each other, we could maximize \( S(L, I) \) for all the structures in parallel. Thus, for each structure, we need to maximize \( S(I, L) \) over \( L \):

\[
S^*(I) = \max_L S(I, L)
\tag{4}
\]

Since each structure \( T_k = (V_k, E_k) \) is a tree, the maximization for each structure could be done efficiently with dynamic programming [20]. We omit the message passing equations for a lack of space.

**Re-scoring:** Apart from unique structure, different parts of a character tend to have similar intensity, which we could utilize to further improve the performance. Thus, we re-score each model by considering the intensity consistency of each part to the root part:

\[
S_{new}(L, I, k) = S(L, I, k) + \sum_{i=2}^{N} \delta \cdot \gamma \cdot dis_{i,1}
\tag{5}
\]

where \( N \) refers to the number of parts, \( dis_{i,1} \) is the feature distance between part \( i \) and root part. \( \gamma \) is set to 0.2 by cross-validation. When \( dis_{i,1} \) is above a certain value (set to 1.1), \( \delta = 1 \) if part \( i \) is designed to be different from the root part and \( \delta = -1 \) otherwise. We choose histogram feature to reflect intensity consistency.

2.2.3 Learning

For each type of character, we construct a tree-structured model. To learn the model, we assume a fully-supervised paradigm, where we are provided positive images with characters as well as part labels, and negative images with-
out characters. Both the shape and appearance parameters are discriminatively learned using a structured prediction framework. First we need to define the topological structure $E_k$ for each model. We design the tree-structure for each type of character by our experience and the experimental results show that they perform quite well. We give more details in the supplementary material.

For a certain type of structure $k$, given labeled positive examples $\{I_n, L_n, k_n\}$ and negative examples $\{I_n\}$, we define a structured prediction function similar to the one proposed in [21]. Let’s write $z_n = (L_n, k_n)$. Note that the scoring function in (1) is linear in model parameters $(w, \alpha)$. Concatenating these parameters into a single vector $\beta$, then we could write the score as:

$$S(I, z) = \beta \cdot \Phi(I, z)$$

(6)

Now we would learn a model of the following form:

$$\arg \min_{\beta, \eta_n \geq 0} \frac{1}{2} \beta \cdot \beta + C \sum_n \xi_n$$

s.t. $\forall n \in pos \beta \cdot \Phi(I_n, z_n) \geq 1 - \xi_n$

$$\forall n \in neg, \forall z \beta \cdot \Phi(I_n, z) \leq -1 + \xi_n$$

(7)

The above constraint states that positive examples should score better than 1 (the margin), while negative examples, for all configurations of part positions and structures, should score less than −1. The objective function penalizes violations of these constraints using slack variable $\xi_n$. The optimization of the above objective function is a quadratic program (QP). We use the dual coordinate descent solver [5] to solve the problem.

2.3. The Word Recognition Model

Although the character detection step provides us with a set of windows containing characters with high confidence as shown in Figure 4(b), inevitably it also produces some false positives and ambiguities between similar characters. Thus, we need to make use of other information, such as language model and spatial constraints to eliminate these ambiguities. To this end, we build a CRF model on these detection windows. We make use of character detection scores, spatial constraints, and linguistic knowledge to define the cost function. Finally, the word recognition result is acquired by minimizing the cost function.

For a given scene text image, there are several potential character locations. Let $n$ be the total number of potential locations. Each position, which might have several character detection results, is represented by a random variable $X_i$. Since the potential locations might not have any character, we introduce a non-character label $\epsilon$ to represent these false positives. Thus, each random variable $X_i$ takes a label $x_i \in C_\epsilon = C \cup \{\epsilon\}$. We use $C_\epsilon^n$ to represent the set of all possible labeling assignments to all the random variables.

Then we define a cost function $E : C^n_\epsilon \rightarrow \mathbb{R}$, to map any labeling to a real number $E(\cdot)$. The function $E(\cdot)$ is defined as a sum of unary and pairwise terms as follows:

$$E(x) = \sum_{i=1}^{n} E_i(x_i) + \lambda \sum_{\{i,j\} \in N} E_{ij}(x_i, x_j),$$

(8)

where $x = \{x_1, x_2, \ldots, x_n\}$ represents the set of all the random variables, $E_i(x_i)$ is the unary cost function, $E_{ij}(x_i, x_j)$ denotes the pairwise cost, and $N$ represents the set of all the neighboring pairs of nodes, which is determined by the structure of the graphical model defined upon them. $\lambda$ is a tradeoff parameter between the unary and pairwise cost and is set to 0.8 by cross-validation in the experiment.

2.3.1 Graph Construction

After applying Non-Maximum Suppression (NMS) [20] on the original character detection results, the left detection windows constitute the potential locations. We set the overlap parameter for NMS to 0.4 in the experiment. Then, for each location, we choose those detection windows which are close to this location as the candidate characters for this location. We add one node for each potential location sequentially from left to right. The nodes are connected by edges. Since nodes which are spatially distant from each other would not be directly related, we only connect nodes which are close to each other. Figure 1 shows the process.

2.3.2 Cost Function

The unary cost $E(x_i)$ represents the penalty of assigning label $c_j$ to node $x_i$. In this case, if the detection score for a certain type of character model $c_j$ is very high, the cost of labeling the node $c_j$ should be small and vice versa. If the scores of all the candidate detections are very low, it is likely for the node to take a null label $\epsilon$. To this end, we define the unary cost as follows:

$$E_i(x_i = c_j) = \begin{cases} 1 - p(c_j \mid x_i) & \text{if } c_j \neq \epsilon \\ \max_j p(c_j \mid x_i) & \text{otherwise} \end{cases}$$

(9)

where $p(c_j \mid x_i)$ is the probability for node $x_i$ to take label $c_j$. Here we use the detection scores to reflect the confidence for the class. If some character models, e.g., the models for classes $\{c_k, c_m\}$, do not detect the character-specific structures at the position, we set the cost of labeling the node $\{c_k, c_m\}$ to a constant 10.

We use the pairwise cost function $E(x_i, x_j)$ to incorporate linguistic knowledge and spatial constraints. The pairwise cost of two neighboring nodes $(x_i, x_j)$ taking labels
(c_i, c_j) is defined as:
\[
E_{ij}(x_i, x_j) = \begin{cases} 
1 - P(c_i, c_j) & \text{if } c_i \neq \epsilon \land c_j \neq \epsilon \\
D_{ij} + \mu \cdot S_i & \text{if } c_i = \epsilon \land c_j \neq \epsilon \\
D_{ij} + \mu \cdot S_j & \text{if } c_i \neq \epsilon \land c_j = \epsilon \\
D_{ij} + \mu \cdot S_{i,j} & \text{if } c_i = \epsilon \land c_j = \epsilon
\end{cases}
\]
(10)

where \( P(c_i, c_j) \) refers to the bi-gram language model learnt from the lexicon, \( D_{ij} \) is the relative distance of the two nodes, \( S_i \) and \( S_j \) represent the maximum character detection scores at the corresponding locations, \( S_{i,j} \) is the larger one of \( S_i \) and \( S_j \), and \( \mu \) is set to 1.5 in the experiment. We use the SRI Language Modeling Toolkit [17] to learn the probability of joint occurrences of characters in a large English dictionary with around 0.5 million words provided by authors of [10]. The pairwise cost function means that if the probability of joint occurrence of a character pair \((c_i, c_j)\) is large, the cost of nodes \((x_i, x_j)\) taking labels \((c_i, c_j)\) should be small. Moreover, if the relative distance of the two nodes is small, and the maximum score of the node is low, the cost of the node taking a null label should be small.

2.3.3 Inference

After computing the unary and pairwise cost, we use the sequential tree-rewighted message passing (TRW-S) algorithm [8] to minimize the cost function in (8), due to its efficiency and accuracy on our recognition problem. The TRW-S algorithm maximizes a concave lower bound on the energy. It begins by considering a set of trees from the random field and computes probability distributions over each tree, which are then used to reweight the messages being passed during loopy BP [15] on each tree. The algorithm terminates when the lower bound cannot be increased further, or the maximum number of iterations has reached.

To conclude, given a scene text image, we first (1) use the tree-structured model for each type of character to detect possible characters; (2) then use these detection windows to decide the potential character locations on which the CRF model is defined; (3) compute the unary and pairwise cost function based on the detection scores, the spatial constraints and the language model; and (4) finally infer the most likely word using the TRW-S algorithm.

3. Experimental Results

In this section, we give detailed evaluation of the proposed character detection and word recognition method. We compare the detection based character recognition method with conventional HOG+NN. We also compare the proposed character detection method with conventional sliding window strategy, SYNTH+FERNS proposed by Wang et al. [18]. For word recognition task, we compare our results with state-of-the-art methods [19, 18, 10, 11] as well as commercial OCR engines ABBYY FineReader 9.0 [1].

3.1. Datasets

Character recognition datasets. To evaluate the performance of the proposed detection based character recognition method, we test the recognition rate on two public datasets: Chars74k [4] and ICDAR 2003 robust character recognition dataset (ICDAR03-CH) [9]. However, since we focus on detecting and recognizing characters with certain structures, characters with similar structures such as, ‘0’, ‘O’ and ‘o’, ‘P’ and ‘p’, ‘K’ and ‘k’, ‘X’ and ‘x’, should belong to the same class. Thus, in total, we have 49 types of structures to detect and recognize. To make full use of the whole test set which contains 62 classes, we combine the samples from classes with similar structures to form a new class. We choose training samples for all the structures from Chars74k dataset. The number of training samples varies from 10 to 30 and once the final structure based model for each class is trained, they are used on all the tasks. For Chars74k dataset, all the remaining images except those chosen as training samples comprise the test set. While for ICDAR03-CH dataset, since we do not use the training set to learn the model parameters, we evaluate the performance on both the training and test sets. In total, we have 6148, 5835, and 5245 test samples for Chars74k, ICDAR03-CH-Train and ICDAR03-CH-Test respectively.

Word recognition datasets. We use the challenging public datasets Street View Text (SVT) [19], ICDAR 2003 robust word recognition [9] and ICDAR 2011 word recognition datasets [16] to evaluate the performance of the overall word recognition method. The SVT dataset contains images taken from Google View Street. Since we focus on the word recognition task, we use the SVT-WORD dataset following the experimental protocol of [19, 18]. For ICDAR 2003 and ICDAR 2011 datasets, similar to [18], we ignore words with less than two characters or with non-alphanumeric characters.

3.2. Detection Based Character Recognition

To recognize characters using the detection model, we apply each character-specific tree-structured model (TSM) on the image and choose the structure with the highest score as the recognition result. Apart from the recognition results of the first candidate, we also evaluate recognition results with candidate number varying from 2 to 5. Similar to most methods [13, 19, 18], we choose “HOG+KNN” as the benchmark method. Concretely, each image is partitioned into \(4 \times 3\) blocks, from which we extract HOG [3] features, and KNN is used to recognize the character. The recognition results on Chars74k, ICDAR03-CH-Train and ICDAR03-CH-Test are shown in Figure 5.

The results show that the proposed TSM outperform s HOG+KNN more than 10% on ICDAR03-CH dataset, when only considering the first candidate. When increasing the candidate number to 2, we find that the performance of
TSM improves more quickly with an increase of about 8% whereas the recognition rate of HOG+KNN only increases 3%-5%. The great improvement suggests (1) the effectiveness of the tree-structured models, as they tend to detect and recognize characters with certain structures, and thus (2) the high possibility of achieving better recognition result if we postprocess the result to deal with similar structures. When we consider the recognition rates of the first 5 candidates, the result is quite encouraging, reaching 86.38%, 91.88%, 89.74% on Chars74k, ICDAR03-CH-Train and ICDAR03-CH-Test respectively. Since all the training samples are chosen from Chars74k dataset, the results further demonstrate that, for the proposed method, the model trained on one dataset could generalize well on other datasets.

### 3.3. Character Detection

To evaluate the superiority of the proposed character detection method over conventional multi-scale sliding window detection strategy for word recognition, we test the word recognition result using the word spotting strategy PLEX from [18]. In this case, based on the character detection results of the proposed TSM and the SYNTH+FERNS proposed by Wang et al. [18], same postprocessing strategy PLEX is used to find the final word. Similar to [18], for ICDAR 2003, we measure performance using a lexicon created from all the words that appear in the test set (we call this ICDAR03(FULL)), and with lexicons consisting of the ground truth words for that image plus 50 random words added from the test set (we call this ICDAR03(50)). In the SVT-WD case, a lexicon of about 50 words is provided with each image as part of the dataset. The word recognition results are shown in Table 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>FERNS+PLEX [18]</th>
<th>TSM+PLEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICDAR03(FULL)</td>
<td>62</td>
<td>70.47</td>
</tr>
<tr>
<td>ICDAR03(50)</td>
<td>76</td>
<td>80.70</td>
</tr>
<tr>
<td>SVT</td>
<td>57</td>
<td>69.51</td>
</tr>
</tbody>
</table>

Table 1. Word recognition results using word spotting strategy PLEX. For FERNS+PLEX, multi-scale sliding window strategy is used to detect characters and FERNS classifier is used to recognize the characters. While for TSM, tree-structured models are used to detect and recognize the characters at the same time. Both methods adopt the same postprocessing strategy PLEX.

The results demonstrate that TSM+PLEX outperforms FERNS+PLEX considerably on all the tasks. Since we use the same word spotting strategy PLEX, the only difference between the two methods lies in the character detection method. Wang et al. [18] used multi-scale sliding window strategy to detect and recognize characters, which does not make use of the character-specific global structure information. Thus, there are many false positives, which would disturb the word spotting stage. While for the proposed character detection method, since we make use of both global structure information and local appearance information, the detection results are more reliable and representative.

### 3.4. Word Recognition

To recognize the word, we build the CRF model on the character detection results as discussed in Section 2.3. We add one node for each potential location and nodes are connected based on their horizontal spatial distance. We use ICDAR 2003, ICDAR 2011 and SVT datasets to evaluate the proposed word recognition method. Same bigram language model learnt from the lexicon with 0.5 million words is used on all the datasets. Similar to the evaluation scheme in [18] and [11], we use the inferred result to retrieve the word with the smallest edit distance in the lexicon. For ICDAR datasets, we measure performance using a lexicon created from all the words in the test set (ICDAR03(FULL), ICDAR11(FULL)), and with lexicon consisting of the ground truth words plus 50 random words from the test set (ICDAR03(50), ICDAR11(50)). For SVT dataset, we use the lexicon provided by Wang et al. [18]. We compare our methods with state-of-the-art
Figure 6. Examples of word recognition results of the proposed method. Our method could recognize scene text with low resolution, different fonts and distortions.

<table>
<thead>
<tr>
<th>Method</th>
<th>ICDAR03(FULL)</th>
<th>ICDAR03(50)</th>
<th>ICDAR11(FULL)</th>
<th>ICDAR11(50)</th>
<th>SVT</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABBYY9.0 [1]</td>
<td>55</td>
<td>56</td>
<td>-</td>
<td>-</td>
<td>35</td>
</tr>
<tr>
<td>SYNTH+PLEX [18]</td>
<td>62</td>
<td>67</td>
<td>76</td>
<td>-</td>
<td>57</td>
</tr>
<tr>
<td>TSM+PLEX</td>
<td>70.47</td>
<td>80.70</td>
<td>74.23</td>
<td>80.25</td>
<td>69.51</td>
</tr>
<tr>
<td>Method in [10]</td>
<td>67.79</td>
<td>81.78</td>
<td>-</td>
<td>-</td>
<td>73.26</td>
</tr>
<tr>
<td>Our method</td>
<td><strong>79.30</strong></td>
<td><strong>87.44</strong></td>
<td><strong>82.87</strong></td>
<td><strong>87.04</strong></td>
<td><strong>73.51</strong></td>
</tr>
</tbody>
</table>

Table 2. Word recognition rates of the proposed method and recent state-of-the-art methods on ICDAR 2003, ICDAR 2011 and SVT. The results on ICDAR03(50), ICDAR11(50), SVT are acquired by retrieving the ones with the smallest edit distance in the lexicon of 50 words whereas for ICDAR03(FULL) and ICDAR11(FULL), the lexicon contains all the ground truth words in the test set.

The results show that our method constantly performs better than state-of-the-art methods on all the tasks. The proposed method outperforms TSM+PLEX by 6%-9%, showing the effectiveness of the CRF model which incorporates detection scores, linguistic knowledge and spatial constraints, since both methods adopt the same character detection method. Our method also outperforms the approach proposed by Mishra et al. [11, 10] by more than 10% on ICDAR03(FULL). Note that Mishra et al. also used the CRF model to encode character detection results and language model. However, they used the multi-scale sliding window strategy to get the candidate character locations and SVM to classify these characters. The detection method is not as good as the proposed tree-structured character detection method which makes use of the intrinsic global structure information. Furthermore, they built the CRF model on all the detection windows as long as their spatial distance and overlap ratio satisfy a certain condition, which makes the CRF model more complex than ours since we only use the potential character locations to define the nodes. What’s more, Mishra et al. [11] computed the node-specific lexicon prior for each text image from their corresponding lexicon, which means (1) the lexicon priors heavily rely on the lexicon for that image and (2) the computation cost is increased since the lexicon prior should be recomputed for each image. On the contrary, we use the same bi-gram language model learnt from a large dictionary with 0.5 million words on all the tasks. This further demonstrates the generalization ability and the adaptivity of the proposed method. Compared to [11], the recognition rates on SVT do not improve a lot, mainly because some of the scene text images in SVT are difficult to recognize even for human as shown in Figure 7. We also report recognition results on ICDAR11 dataset (ICDAR11(FULL) and ICDAR11(50)) for future comparison. Some of the recognition results from ICDAR and SVT are shown in Figure 6. As we can see, our method could recognize scene text with low resolution, different fonts and distortions.

The reasons that our method achieves an increase in recognition rates of more than 10% on ICDAR03(FULL) and 6% on ICDAR03(50) mainly lie in: (1) the part-based tree-structured character detection model makes use of the global structure information and the local appearance information, seamlessly combining character detection and recognition together; and (2) we integrate the detection scores, spatial constraints and language model into the carefully designed CRF model so that different types of information could be optimally balanced.

Both the character detection and word recognition are implemented in Matlab. The average processing time to recognize a scene text image is about 3 seconds on an In-
tel(R) Core(TM) i7-2600 CPU 3.40GHZ processor. Since the character detectors are independent from each other, the implementation could be much faster using parallel processing.

4. Conclusion

In this paper, we propose an effective scene text recognition method using the CRF model to incorporate tree-structure based character detection and linguistic knowledge into one framework. Different from the conventional multi-scale sliding window character detection strategy, which does not make use of the intrinsic global structure information, we propose to learn a part-based tree-structured model for each type of character to detect and recognize the characters simultaneously. Based on these detection results, we build a CRF model on the potential character locations to integrate detection scores, spatial constraints and language model. We report results on three of the most challenging datasets and the results show that our method not only outperforms the most popular work published at ICCV 2011 [18] significantly but also improves the latest results published by Mishra et al. [11, 10] considerably. The experimental results show that our method could recognize text in unconstrained scene images with a high accuracy. This could greatly help us in building systems, such as scene understanding, automatic sign reading, language translation, navigation and so on.
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