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Abstract

Obtaining effective mid-level representations has become an increasingly important task in computer vision. In this paper, we propose a fully automatic algorithm which harvests visual concepts from a large number of Internet images (more than a quarter of a million) using text-based queries. Existing approaches to visual concept learning from Internet images either rely on strong supervision with detailed manual annotations or learn image-level classifiers only. Here, we take the advantage of having massive well-organized Google and Bing image data; visual concepts (around 14,000) are automatically exploited from images using word-based queries. Using the learned visual concepts, we show state-of-the-art performances on a variety of benchmark datasets, which demonstrate the effectiveness of the learned mid-level representations: being able to generalize well to general natural images. Our method shows significant improvement over the competing systems in image classification, including those with strong supervision.

1. Introduction

The inventions of robust and informative low-level features such as SIFT [18], HOG [4], and LBP [22] have been considered as one of the main advances/causes for the recent success in computer vision. Yet, one of the most fundamental issues in vision remains to be the problem of “representation”, which affects an array of applications, such as image segmentation, matching, reconstruction, retrieval, and object recognition.

Beyond low-level features, obtaining effective mid-level representations has become increasingly important. For example, there have been many recent efforts made along the line of attribute learning [8, 24, 17]. These approaches, however, are mostly focused on supervised or active learning where a considerable amount of human efforts are required to provide detailed manual annotations. The limitations to the previous supervised attribute learning methods are thus three-fold: (1) accurate data labeling is labor-intensive to obtain, (2) the definition of attributes is often intrinsically ambiguous, (3) the number of attributes and training images are hard to scale. Some other methods in which detailed manual annotations are not required (e.g. classemes [11]) however are not designed to build a dictionary of mid-level representations.

In this paper, we propose a scheme to build a path from words to visual concepts; using this scheme, effective mid-level representations are automatically exploited from a large amount of web images. The scheme is inspired by the following observations: (1) search engines like Google and Bing have a massive number of well organized images; (2) using text-based queries, such as “bike”, “bird”, “tree”, allows us to crawl images of high relevance, good quality, and large diversity (at least for the top-ranked ones); (3) the multiple instance learning formulation [1] enables us to exploit common patterns from retrieved images, which have a high degree of relevance to the query words; (4) saliency detection [9] saliency detection helps to reduce the search space by finding potential candidates. The main contributions of this paper thus include the following aspects: (1) we emphasize the importance of automatic visual concept learning from Internet images by turning an unsupervised learning problem into a weakly supervised learning approach; (2) a system is designed to utilize saliency detection to create bags of image patches, from which mixture concepts are learned; (3) consistent and encouraging results are observed by applying the learned concepts on various benchmark datasets.

2. Related Works

Visual attribute learning has recently attracted a lot of attention. However, many existing algorithms were designed as supervised approaches [8, 24, 17, 25, 17], preventing them from scaling up to deal with a large number of images.

A term, “classemes”, was introduced in [29] which also explores Internet images using word-based queries; however, only one classeme is learned for each category and the objective of the classemes work is to learn image-level representations. Instead, our goal here is to learn a dictionary...
of mid-level visual concepts for the purpose of performing general image understanding, which goes out of the scope of classeme [29] as it is computationally prohibitive for [29] to train on a large scale.

A recent approach [28] learns “discriminative patches” in an unsupervised manner. However, [28] learns discriminative patches while we focus on dictionary learning for the mid-level representations; [28] uses an iterative procedure, while our method adopts saliency detection, miSVM and K-means in a novel way; in addition, our method significantly outperforms [28] with a relative 37% improvement on the MIT-Indoor scene dataset, on which both the approaches have been tested. In [15], high-level features are built from large scale Internet images with nine layers of locally connected sparse autoencoder; however, their autoencoder approach is much more complex than the scheme proposed in this paper. In [37], saliency detection is utilized to create bags of image patches, but only one object is assumed in each image for the task of object discovery. Although multiple clusters are learned in [34], its goal is to identify a few cancer patterns for medical image segmentation; in addition, the lack of explicit competition among clusters leads to poor results in our problem. In terms of large-scale natural images, ImageNet [5] is shown to be a great resource. Here, we find it convenient to directly crawl images from the search engines using word-based queries.

3. Automatic Visual Concept Learning

Starting from a pool of words, we crawl a large number of Internet images using the literal words as queries; patches are then sampled and visual concepts are learned in a weakly supervised manner. The flow chart of our scheme is illustrated in Fig. 1. Following our path of harvesting visual concepts from words, many algorithms can be used to learn the visual concepts. In this paper, we adopt a simple scheme, using the max-margin formulation for multiple instance learning in [1] to automatically find positive mid-level patches; we then create visual concepts by performing K-means on the positive patches. The visual concepts learned in this way are the mid-level representations of enormous Internet images with decent diversity, and can be used to encode novel images and to categorize novel categories. In the following sections, we introduce the details of our scheme.

3.1. Word Selection and Image Collection

The literal words are selected from ImageNet [5], which is based on WordNet [19] and Classeme [29]. For the words with similar meanings, e.g., “people”, “guest”, “worker”, and “judge”, we keep the most generic one. In all, $M = 716$ words are selected. Most of the words are representative ones of the popular categories in ImageNet such as “animal”, “plants”, “scenes”, “activities”, “foods”, and “materials”. For each word, we crawled the top 400 images from google.com and the top 30 images from bing.com and merged the images by removing the duplicates. For each category (word), around 400 images are retained.

Fig. 2 shows the top ranked images for 26 words. From Fig. 2, we can see that most of the retrieved images are generally of high relevance to the query word. Also, these images provide sufficient diversity stemming from the intra-category variances. For example, for the word “table”, besides the images of dining tables, images of spreadsheets appear as well. The retrieved images for words such as “video” and “bird” are even more diverse. The diversity in these crawled images makes it inappropriate to train only a single classifier on the images, forcing us to investigate the multiple cluster property. Further, the object of interest usually does not occupy the entire image, making the multiple instance learning formulation a natural fit for this task.

3.2. Saliency Guided Bag Construction

The problem of visual concept learning is firstly unsupervised because we did not manually label or annotate the crawled images. However, if we view the query words as the labels for the images, the problem can be formulated in a weakly supervised setting, making our problem more focused and easier to be tackled.

Firstly, we convert each image to a bag of image patches with size greater than or equal to $64 \times 64$ that are more likely to carry semantic meanings. Instead of having randomly or densely sampled patches as in [28], we adopt a saliency detection technique to reduce the search space. Saliency detection assumes that the object of interest is generally salient in an image. Fig. 3 shows sample saliency detection results (the top 5 saliency windows for each image) by [9], a window based saliency detection method. From Fig. 3, we observe that within the top 5 saliency windows, objects such as airplanes, birds, caterpillars, crosses, dogs, and horses are covered by the saliency windows. In addition, for the airplane and the caterpillar, the salient windows naturally correspond to the parts. This illustrates the benefit of the use of saliency detection: it helps to identify the regions and parts with more significance naturally. In our experiment, the top 50 salient windows are used as the instances of a positive bag directly. For large salient windows with...
Figure 2. Sample images collected for 26 words. In the left column, the words from the top row to the bottom row are “abbey”, “airport”, “armchair”, “balloon”, “beach”, “bird”, “bridge”, “building”, “eagle”, “gun”, “table”, “video”, and “wolf”, respectively; in the right column, the words are “airplane”, “ambulance”, “balcony”, “bar”, “bicycle”, “bookshelf”, “bridge”, “computer_monitor”, “ferry”, “horse”, “tiger”, “window”, and “yard”, respectively.

sizes greater than $192 \times 192$, smaller patches within them are sampled, resulting in possible parts of the relevant patterns.

Although the saliency assumption is reasonable, not all category images satisfy this assumption. For example, for the images of “beach”, the salient windows only cover patterns such as birds, trees, and clouds (see the salient windows of the “beach” image in Fig. 3). Although these covered patterns are also related to “beach”, they cannot capture the scene as a whole because an image of “beach” is a mixture of visual concepts including sea, sky, and sands. To avoid missing non-salient regions for a word, besides using the salient windows, we also randomly sample some image patches from non-salient regions. As non-salient regions are often relatively uniform with less variation in the appearance, a smaller number of patches are sampled from the regions. After the patches are sampled, we perform overlap checks between the image patches with similar scale is performed. If two patches are of the similar scale and have high overlap, one patch will be removed.

Each bag constructed in this way thus consists of patches from both salient and non-salient regions. A portion of the patches may be unrelated to the word of interest, e.g., the patches corresponding to the sea in the image of “horse” in
Fig. 3. Top five salient windows for images from 12 words. Except for the words “sky”, “beach”, and “yard”, the patterns of interest can be covered by a few top salient windows. For objects such as “caterpillar”, “bicycle”, and “conductor”, parts can be captured by the salient windows.

3.3. Our Formulation

To learn visual concepts from the bags constructed above, there are two basic requirements: 1) the irrelevant image patches should be filtered, and 2) the multiple cluster property of these visual patches should be investigated. Many methods meet these two requirements. In this paper, we simply use the max-margin framework for multiple instance learning (miSVM) in [1] to learn a linear SVM for each word, and then perform clustering on the positive instances labeled by the linear SVM. It is worth mentioning that another formulation for learning the multiple instance multi-classes problem can also be used, but it is not the main focus of this paper.

In multiple instance learning, the labeling information is significantly weakened as the labels are assigned only to the bags with latent instance labels. In [1], the relationship between the bag level labels and the instance level labels is formulated as a set of linear constraints. With these linear constraints, soft-margin SVM is formulated into a mixed integer programming problem, which can by solved heuristically by iterating two steps: 1) given the instance level label \( y \) for an instance \( x \), solving the optimization discriminant function \( f(x) = \langle w, x \rangle + b \) via Quadratic programming, where \( w \) is the weight vector, and \( b \) is the bias term and 2) given the discriminant function \( f \), updating the instance level labels \( y \). For more details on miSVM, the readers can refer to [1].

3.3.1 Visual Concept Learning via miSVM

Using miSVM and assigning the literal words as the labels for the Internet images, visual concept learning for each word can be converted from an unsupervised learning problem into a weakly supervised learning problem. For a word \( k \), its bag \( B_i \) is assigned with a label \( Y_i = 1 \). The instance level label \( y_{ij} \) for each instance \( x_{ij} \in B_i \) is unknown and will be automatically discovered by miSVM. For negative bags, we create a large negative bag \( B^- \) using a large amount of instances (patches) from words other than the word of interest. The number of instances in \( B^- \) is generally 5 \( \sim \) 10 times more than the number of all the instances in the positive bags. The purpose of creating the large negative bag is to model the visual world, making the visual concepts learned for a word discriminant enough from the other words. For example, for words such as “horse” and “cow”, using a large negative bag \( B^- \), the common backgrounds such as the grassland and the sky can be filtered.

Based on \( \{ B_i, 1 \leq i \leq N \} \) and \( B^- \), a linear SVM \( f^k \) can be learned by miSVM for the \( k \)-th word. The positive patches related to the word are also automatically found by miSVM. Given a patch, the linear SVM \( f^k \) can output a confidence value indicating the relevance of the patch to the word of interest. Therefore, the linear SVM \( f^k \) itself can be treated as a visual concept that models the patches of a word as a whole. We call it a single-concept classifier. Due to the embedded multi-cluster nature of diversity in the image concepts, a single classifier is insufficient to capture the diverse visual representations to a word concept. Thus, we apply another step in our algorithm: the positive instances (patches) automatically identified by the single-concept classifier are clustered to form some codes \( C^k = \{ C^k_1, C^k_2, ..., C^k_n \} \). We call these codes multi-cluster visual concepts. Different from the single-concept classifier, each multi-cluster visual concept corresponds to a compact image concept.

Therefore, for each word \( k \), we learn two types of visual concepts, the single-concept classifier and the multi-cluster visual concepts \( C^k \). From Internet images of the \( M \) words, we can learn \( M \) single-concept classifiers \( F = \{ f^1, ..., f^M \} \), and a set of multi-cluster visual concepts \( C = \{ C^k, 1 \leq k \leq M \} \). The single-concept classifiers and the visual concepts can be applied to novel images as the descriptors for categorization.

In Fig. 4, we illustrate the outputs of the single-concept classifiers on the images, as well as the assignments of patches to the multi-cluster visual concepts. For clarity, for each word we cluster six multi-cluster visual concepts from the positive patches and assign them different colors randomly. For each image, we sample dense mid-level patches.
Figure 4. Illustration of the single-concept classifiers and the multi-cluster visual concepts for 6 words. (a) “building”, (b) “flower”, (c) “balcony”, (d) “ferry”, (e) “tiger”, and (f) “horse”. For each word, the first row shows the original images; the second row shows the assignment of the codes, and the third row shows the outputs of the single-concept classifier (the linear SVM for each word). See text for details.

and apply the single-concept classifier to label the patches. We then assign the patches labeled as positive to the six multi-cluster visual concepts in a nearest neighborhood manner and display the colors of the assigned visual concepts in the centers of the patches.

The third row in Fig. 4 shows the outputs of the single-concept classifiers. Though learned in a weakly supervised manner, the single-concept classifiers can predict rather well. However, it cannot capture the diverse patterns of the patches, e.g., for the word “building”, the walls of the left two images are different from the walls of the right three images. On the contrary, the multi-cluster visual concepts can capture such differences. The walls in the left two images of the word “building” have the same pattern, and they are assigned to the same multi-cluster visual concept that has relatively sparse and rectangle windows (indicated in green). The walls on the right three images have a different pattern and they are assigned to another visual concept that has square and denser windows (indicated in magenta). For the word “balcony”, the columns are assigned to a multi-cluster visual concept indicated in yellow. For the other four “words”, the objects of interest are generally a combination of several multi-cluster visual concepts. This illustrates that the single-concept classifiers and the multi-cluster visual concepts correspond to different aspects of images and complement each other.

3.4. Application for Image Classification

As our visual concept representation has two components, the single-concept classifiers \( F = \{f^1, ..., f^M\} \) and the multi-cluster visual concepts \( C = \{C^k, 1 \leq k \leq M\} \), we apply the two components separately on novel images. Each novel image is divided into grids of a three-level spatial pyramid [14]. The single-concept classifier \( f^k \) is applied to the densely sampled patches from the grids, and the responses of the classifiers are pooled in a max-pooling manner. For natural images, the objects are generally varying in different scales, and we run the classifiers on the novel images on these scales. Since our method works on the patch level and the visual concepts are learned with image patches of different scales, two or three scales are enough for testing images. The pooled responses across different scales are concatenated, leading to a feature vector with dimension \( M \times 21 \times \text{number of scales} \).

We use the multi-cluster visual concepts \( C = \{C^k, 1 \leq k \leq M\} \) in a simple way as a single codebook in a spatial pyramid matching manner (SPM) [14]: multi-scale mid-level patches are assigned to the multi-cluster visual concepts via hard assignment; a histogram is constructed for each grid of the three-level spatial pyramid and the fea-
ture is the concatenated version of the histograms of all the multi-cluster visual concepts. In this way, for each novel image, we obtain a feature vector of dimension $M \times n \times 21$, where $n$ is the number of multi-cluster visual concepts for each word.

Definitely, there are several other options. One is to train a linear classifier model for each visual concept, and apply the classifiers to the novel images. In this paper, we simply use the basic scheme to illustrate the effectiveness of the visual concepts we learned.

Finally, the features corresponding to the single-concept classifiers and the multi-cluster visual concepts are combined like multiple kernel learning [2, 13]. The kernels $K_p$ for the single-concept classifiers and $K_C$ for the multi-cluster visual concepts are computed respectively and combined linearly: $K = wK_p + (1 - w)K_C$. In our paper, as there are only two kernels, instead of using advanced techniques such as the SMO algorithm in [2], we can simply use cross-validation to determine the best $w^n$. $\chi^2$ kernel is used in the experiments, and it can be computed efficiently using the explicit feature map in [31, 30].

4. Experiments and Results

On the PASCAL VOC 2007 [6], scene-15 [14], MIT indoor scene [27], UIUC-Sport [16] and Inria horse [10] image sets, we evaluate the visual concepts learned from the Internet images. On these image sets, the visual concepts achieve the state-of-the-art performances, demonstrating its good cross-dataset generalization capability. Also, as a type of generic knowledge from Internet images, when used with the specific models learned from specific image sets, the results can be further improved to a large extent.

4.1. Implementations

For each patch, we use HOG [4] (of 2048 dimensions), LBP [36] (of 256 dimensions) and the $L^{r \alpha \beta \gamma}$ histogram (of 96 dimensions) as the feature; these features are concatenated, leading to a feature vector of dimension 2400.

The toolbox of LIBLINEAR [7] is adopted for efficient training; for each word, five iterations are used in miSVM. To create the visual concepts, on the patches labeled as positive by miSVM, 20 clusters are found using K-means; Thus, $716 \times 20 = 14320$ multi-cluster visual concepts are created for the 716 words.

We have created another two codebooks of size 14320. The first codebook is created by quantizing the densely sampled multi-scale image patches from images of all the word-s. The second codebook is created by finding 20 clusters from the images for each word. In the following, we name the first codebook KMS-ALL, and the second codebook KMS-SUB. As the two codebooks are created without using the saliency assumption and the multiple instance learning framework, they serve as two good baselines.

4.2. Quantitative Results

PASCAL VOC 2007 Image Set This dataset contains 20 object classes and 9963 images. It is split into training, validating and testing sets, and the mean average precision (mAP) of the 20 categories on the testing set is reported. The dataset is challenging, with large intra-class variances, cluttered backgrounds, and scale changes. When applying the visual concepts to the dataset, image patches of three scales $64 \times 64$, $128 \times 128$ and $192 \times 192$ are used.

In Table 1, we compare the mAPs. Firstly, we compare the visual concepts with the two baselines KMS-ALL and KMS-SUB. The multi-cluster visual concepts outperform both KMS-ALL and KMS-SUB, indicating that, the multi-cluster visual concepts learned are more effective. Though there are only 716 single-concept classifiers, they perform reasonably well, achieving an mAP 51%. By combining the single-concept classifiers and the multi-cluster visual concepts, the mAP is 57.5%, much higher than that of KMS-ALL and KMS-SUB.

We also compare our visual concepts with the improved Fisher-kernel (FK), locality-constrained linear coding (LLC)[32], and vector quantization (VQ). The Fisher-kernel starts from a Gaussian Mixture-Model (GMM), and concatenates the average first and second order differences between the patch descriptors and the centers of the GMM, leading to a feature vector of very high dimension. In [26], the Fisher-kernel is improved by reducing the dimensionality of the patch descriptors using PCA. LLC [32] projects the patch descriptors to the local linear subspaces spanned by some visual words closest to the patch descriptors, and the feature vector is obtained by max-pooling the reconstruction weights. The improved Fisher-Kernel and LLC stand for the state-of-the-arts. For FK, LLC and VQ, the results reported here are from the image classification toolbox in [3]. In [3], multi-scale dense SIFT descriptors are used as the local features and the $\chi^2$ kernel is used in SVM when classifying the images. From Table 1, we can observe that even though we do not use images from PASCAL VOC 2007 in the learning stage, the result of our visual concepts approach is comparable to that of the state-of-the-arts.

We investigate the complementariness of our visual concepts with the model learned from the images of the PASCAL VOC 2007 image set with advanced Fisher-kernels. The kernel matrices of the visual concepts and the improved Fisher-Kernels are combined linearly. The combination weight is learned on the validating set. For the improved Fisher-kernel, its result reported in [3] is 61.69%, but when we run the toolbox with the suggested experimental settings, we get the mAP 59.6%. By combining the improved Fisher-kernel and our visual concepts, the result is boosted to 62.9%. This illustrates that our visual concepts do add extra information useful to the models learned from specific data sets.
Table 1. The mean average precisions on PASCAL VOC 2007 image set. FK: the improved Fisher-kernel with 256 components; LLC-25k: LLC with 25,000 codes; VQ-25k: vector quantization with 25,000 codes; MCIL: multiple clustered instance learning[34]; KMS-SUB: the codebook created by clustering on each word; KMS-ALL: the codebook created by clustering on the image data from all the words; SCCs: the single-concept classifiers; MVC: the multi-cluster visual concepts; VC: the visual concepts, combination of the single-concept classifiers and multi-cluster visual concepts; FK+VC: combining the improved fisher kernel with our visual concepts.

Multiple clustered instance learning (MCIL) [34] investigates the multiple cluster property at the instance level in the MIL-Boost framework. We applied MCIL to learn a mixture of 20 cluster classifiers for each word, and used the outputs of the cluster classifiers as the features to encode the novel images. The result of MCIL is much worse than that of the visual concepts. The reason is that, in MCIL, as the number of weak classifiers increases, the number of positive instances decreases dramatically and the cluster classifiers in MCIL learn little knowledge about the image set because of the lack of positive instances. Also, there is no competition between the cluster classifiers in MCIL, making the multiple cluster property of the image data not fully investigated.

Scene Classification We evaluate the visual concepts in the task of scene classification on three scene image sets, Scene-15 [14], MIT indoor scene [27], and UIUC-Sport event [17]. Scene-15 has 15 natural scene classes; 100 images from each class are randomly selected for training and the remaining images are used for testing. UIUC-Sport has 8 complex event classes; 70 images from each class are randomly sampled for training and 60 images are sampled for testing. On both Scene-15 and UIUC-Sport, we run the experiments for 10 rounds, and report the average classification accuracy. MIT Indoor scene consists of 67 clustered indoor scene categories and has fixed training/testing splits.

On the scene image sets, image patches of two scales 64×64, 128×128 are used. The results are reported in Table 2. On the three datasets, our visual concepts approach outperforms KMS-ALL and KMS-SUB significantly. Object bank learns detection models for 200 objects from supervised data. Even though our visual concepts are learned in a weakly supervised manner, the visual concepts still outperform the detection models of object bank. The main reason for the superiority of our visual concepts is that, while object bank tries to capture an object using a single detection model, our method can capture the multiple cluster property with 14, 200 visual concepts and can model the diversity of the Internet images. We also test vector quantization (VQ) with 10,000 codes on the three image sets using the toolbox [3]. With such a large amount of codes, VQ performs surprisingly well on the UIUC-Sport and the MIT Indoor scene sets. On all the three scene image sets, our visual concepts perform comparably to VQ though we do not use the images from those image sets. By combining the VQ with our visual concepts, the performance can be boosted significantly. Relatively, the improvement is about 3% on the Scene-15 and UIUC-Sport image sets, and 10% on the MIT Indoor scene set. For VQ, with the number of codes increased, the performance will saturate: we have tested VQ with 24,000 codes on the MIT indoor scene image set, and the accuracy is 47.1%, even a slight decrease. From Table 2, we can see that, our method also outperforms recent methods such as [33], [21],[35], [28] and [12].

Inria Horse Image Set INRIA horse dataset contains 170 horse images and 170 background images taken from the Internet. We randomly selected half of the images for training and the remaining images for testing and run the experiments for 10 rounds. On this image set, the accuracy of our visual concepts is 92.47%, better than the accuracy 91.4% of VQ with 10,000 codes and 85.3% in [20].

5. Conclusion

In this paper, we have introduced a scheme to automatically exploit mid-level representations, called visual concepts, from large-scale Internet images retrieved using word-based queries. From more than a quarter of a million images, over 14,000 visual concepts are automatically learned. These learned visual concepts are generic and have good cross-dataset generalization capability; when combined with the models learned from specific dataset, our algorithm improves the state-of-the-arts to a large extent, demonstrating the complementariness between the visual concepts and the image content in specific datasets.
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