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Abstract

Colorization refers to the process of adding color to black & white images or videos. This paper extends the term to handle surfaces in three dimensions. This is important for applications in which the colors of an object need to be restored and no relevant image exists for texturing it. We focus on surfaces with patterns and propose a novel algorithm for adding colors to these surfaces. The user needs only to scribble a few color strokes on one instance of each pattern, and the system proceeds to automatically colorize the whole surface. For this scheme to work, we address not only the problem of colorization, but also the problem of pattern detection on surfaces.

1. Introduction

Colorization was introduced in 1970 to describe the computer-assisted process for adding color to monochrome footage [3]. The term is now used generically to describe any technique for adding color to monochrome images, videos and surfaces [10, 11, 21]. Levin et al. [11] proposed a simple, yet effective, user-guided image colorization method. The user scribbles the desired colors in the interiors of various regions and the system spreads the colors to the rest of the image. Other scribble-based algorithms have subsequently been presented by [8, 28]. When the image contains complex textures, the above methods require massive user input. To decrease user intervention, [16] employ texture continuity and [29] add a classification step to discriminate between the appearance of scribbled pixels.

This paper addresses the colorization of 3D surfaces. The extension of colorization algorithms from images to surfaces is not straightforward. A fundamental assumption in images that the intensity (Y) is given and the algorithms estimate only two of the color channels (UV). To determine whether two neighboring pixels should be colorized using the same color, their intensities are compared. In the case of surfaces, the “intensity channel” does not exist. Therefore, a different technique is needed for determining whether neighboring points should be colorized similarly.

Recently, [10] introduced a scribble-based colorization algorithm for 3D surfaces. The user draws several strokes and the system propagates the colors to the whole surface. This algorithm does not handle repetitive patterns. Therefore, colorization of objects with patterns requires color strokes on each pattern instance, which is time consuming.

We focus on patterned surfaces, as illustrated in Figure 1. Pattern detection is challenging since it aims at simultaneously solving two intricate problems: segmentation and correspondence across the resultant segments. For surfaces, an added difficulty is the lack of a simple parametrization. Each vertex may have a different number of neighbors and different immediate surroundings. Therefore, unlike images, patches cannot be simply compared.

Nevertheless, some methods were recently proposed for symmetry and pattern detection on surfaces [18]. In transformation voting schemes, the key idea is to find a set of candidate correspondences and vote for a transformation that accounts for them [17, 19]. Voting is limited to a fixed set of transformations. Instead of operating at the level of sample points, in [2] a graph-based approach is proposed, which works at the level of feature curves. While achieving substantial speedup, this approach is intended mostly for man-made objects, such as architectural models. In [15],

Figure 1. Pattern-driven colorization. Given a 3D surface, the user scribbles a handful of strokes within and around a single instance of each pattern (left). Our algorithm colorizes the whole surface accordingly (right).
the focus is only on periodic reliefs.

We propose a novel method for colorization, which performs also pattern classification. It is based on the idea that the few strokes provided for colorization can be extremely helpful for classification. Our algorithm solves three problems. First, we propose a new descriptor that manages to characterize surface regions well (Section 3). Second, using this descriptor, a pattern classification algorithm is suggested (Sections 4). Finally, once the patterns are classified, even highly complex surfaces are automatically colorized using the user’s strokes around and within a single instance of each pattern (Section 5).

Our contribution is hence threefold. First, we propose a colorization algorithm that handles patterns. Second, we introduce a new descriptor for surfaces, which is pattern-aware. Finally, we describe a pattern classification algorithm that uses a handful of strokes as input.

2. General Approach

Our aim is to colorize a 3D surface, which may include patterns. We assume that the surface is given as a triangular mesh that consists of vertices and faces. To colorize a model, the user draws a few scribbles with the desired colors on the surface (Figure 2(a)). It suffices to draw a few scribbles within and in the surroundings of a single instance of each pattern. The algorithm then automatically propagates the colors to the remaining vertices of the surface.

For each face the scribble passes through, the closest vertex gets the color of the scribble. These colored vertices are considered the user-defined constraints. Similarly to [10, 11], the underlying assumption is that nearby vertices, whose geometry is similar, should get the same color.

In addition, since our surface has patterns, we make another assumption: Vertices that belong to the same pattern should get the same color. This means that pattern colorization can be viewed as a vertex classification problem. Using the input strokes, we can learn the patterns.

Our approach consists of three steps (Figure 2), which are performed for each pattern in turn. First, we filter the surface in a pattern-preserving manner. In the filtered surface, the pattern boundaries are kept intact, whereas the details in the pattern region are filtered out. This facilities subsequent steps, where sharp pattern boundaries are important for achieving the desirable colorization. Our filtering is discussed when we elaborate on the implementation (Section 6).

In the second step, each vertex of the filtered surface is classified, determining whether it belongs to the pattern or not. We start by associating every vertex with a descriptor, which characterizes its region in accordance with the pattern. Both the shape of the region and its boundary are considered (Section 3). Then, semi-supervised learning is applied, which combines several techniques in a manner that suits our specific problem (Section 4).

Finally, we use a subset of the classified vertices to automatically produce additional colorization strokes in accordance with the pattern (Section 5). These strokes are the input to a pattern-independent colorization algorithm. The colorization is formulated as an optimization problem, which is based on geometric similarity between neighboring vertices, where the color strokes are considered the user-defined constraints.

3. Pattern-Driven Region Descriptors

This section describes our vertex descriptor, which characterizes the neighbourhood of the vertex, in accordance with the pattern to be colorized. In particular, we first extract for each vertex its surrounding region, which is segmented into foreground (pattern) and background. Then, we consider two types of descriptors of the foreground region: region-based and boundary-based. The region-based descriptor captures the geometry of the region, whereas the boundary descriptor relies only on the shape of the region’s boundary. Utilizing two different descriptors not only characterizes the region better, but is also essential for the training described in the next section.

Note that this procedure is applied to all vertices. If a vertex does not belong to the pattern, the resulting segmentation of its surrounding region is insignificant. This is so, since the descriptors of this region will be very different from those of foreground vertices and therefore, will be classified as background in Section 4.
3.1. Pattern-driven segmentation

Prior to computing the descriptor, each vertex is associated with a sub-surface around it, which is segmented into a foreground and a background (Figure 3). The size of the sub-surface is determined based on the user’s strokes. We define a bounding box, whose size is twice the size of the bounding box that tightly encloses all the vertices of the user’s scribbles. We then extract the connected sub-surface in this bounding box.

To segment the sub-surface into its foreground and background, we apply the colorization algorithm of [10]. This algorithm handles pattern-less surfaces and therefore is suitable for our sub-surface, which typically contains a single instance of the pattern.

Briefly, this algorithm first associates each vertex with the spin image descriptor [9], and then computes the diffusion distance [13] between every pair of neighboring vertices \( v_i \) and \( v_j \). To impose the constraint that two neighboring vertices should get the same color if their geometry is similar, the following cost function is minimized:

\[
\Omega(C) = \sum_{v_i \in S} \left( C(v_i) - \sum_{v_j \in N(v_i)} k_{ij} C(v_j) \right)^2 .
\]  

In this equation, \( C(v_i) \) is the color of \( v_i \) of the sub-surface \( S \), \( N(v_i) \) is the neighborhood of \( v_i \), and \( k_{ij} \) is a weight function. \( k_{ij} \) is large when the descriptor of \( v_i \) is similar to that of \( v_j \) and small otherwise, and \( \sum_{v_j \in N(v_i)} k_{ij} = 1 \).

The cost function in Equation 1 is optimized, adding the constraints that the vertex for which the region is computed, gets the foreground color, and the boundary vertices (of the surrounding sub-surface) get the background color. The solution to this optimization problem assigns colors to all the vertices in the sub-surface. Finally, we define the foreground (pattern) region to consist of all the vertices whose assigned colors differ from the background color.

3.2. Region-based vertex descriptor

We seek a descriptor that robustly characterizes the geometry not only of the vertex, but also of the region it resides in. We modify the Point Feature Histogram (PFH) descriptor of [24] to suit our problem. This descriptor, which characterizes local features at a given point \( v_i \), is based on a combination of geometrical relations between the points’ neighbors.

In particular, for every pair of \( v_i \)’s neighbors \( v_{ji} \) and \( v_{k_i} \), a Darboux \( uvw \) frame (Figure 4) is defined as:

\[
\mathbf{u} = n_i, \quad \mathbf{v} = (v_{ji} - v_{k_i}) \times \mathbf{u}, \quad \mathbf{w} = \mathbf{u} \times \mathbf{v},
\]

where \( n_i \) is the surface normal at vertex \( v_i \). The following angular variations are then computed:

\[
\alpha = \mathbf{v} \cdot n_{ji}, \quad \phi = (\mathbf{u} \cdot (v_{ji} - v_{k_i}))/\|v_{ji} - v_{k_i}\|, \quad \theta = \arctan(\mathbf{w} \cdot n_{ji}, \mathbf{u} \cdot n_{ji}).
\]

Finally, a vertex \( v_i \) is associated with a 3D histogram of triples \( < \alpha, \phi, \theta > \) for every pair of neighbors.

In our case, the neighbors of a vertex are those included in the foreground region, rather than the immediate neighbors, as common. Moreover, instead of using all the pairs of vertices, we use only the pairs in which \( v_i \) is a member. In addition to acceleration [23], the descriptor becomes more robust. This is so, since when considering all the pairs in the region, the resulting descriptors become almost identical for the vertices in the same region. Finally, to support invariance to reflection (in addition to rigid transformation), we take the absolute values of all the angles in Equation 3.

In our implementation we use \( 6^3 = 216 \) bins.

To compare our descriptors, we use the \( \chi^2 \) function [25]. We experimented with other alternatives, including \( L1, L2 \), Histogram Intersection Kernel [23], and the Earth Mover’s Distance (EMD) [22]. We concluded that \( \chi^2 \) is the best compromise between the quality of the results and the computational efficiency. Using cross-bin distances may give better results, but are much more expensive.

3.3. Boundary-based vertex descriptor

To describe the curve that bounds the foreground region, we use 2D histograms of the curve’s curvature and the torsion. Intuitively, a curve can be obtained from a straight line by bending (curvature) and twisting (torsion).

To estimate the curvature and the torsion, we utilize the independent coordinates [12]. Briefly, a cubic parametric
curve is fitted to the coordinates of each sample point on the curve. For example, for the $x$ coordinate we get:

$$
\hat{x}(s) = x_0 + x'_0 s + \frac{1}{2} x''_0 s^2 + \frac{1}{6} x'''_0 s^3,
$$

(4)

where $x_0$ is the position of the sample point, $x'_0$, $x''_0$, $x'''_0$ are the 1st, 2nd, and 3rd derivatives respectively, and $s$ is the arc-length parametrization. The derivatives are found by minimizing the following function for each sample point:

$$
E_x(x'_0, x''_0, x'''_0) = \sum_{i=-n}^{n} \left( x_i - (x'_0 s + \frac{x''_0 s^2}{2} + \frac{x'''_0 s^3}{6}) \right)^2,
$$

(5)

where $\{x_i\}_{i=-n}^{n}$ are the neighboring sample points of $x_0$.

Given these derivatives, the curvature and the torsion are computed according to their definition [5] (where $v = (x, y, z)$):

$$
\kappa(s) = \frac{|\mathbf{v}' \times \mathbf{v}''|}{||\mathbf{v}'||^3}, \quad \tau(s) = -\frac{(\mathbf{v}' \times \mathbf{v}'') \cdot \mathbf{v}''}{||\mathbf{v}' \times \mathbf{v}''||^2}.
$$

(6)

Finally, a curve is represented by a 2D histogram of the curvature and the torsion of its sample points. In our implementation, we use 256 bins. The range of the bins depends on the surface. Let $\mu$ be the average curvature/torsion and $\sigma$ be the standard deviation, then the range is $[\mu - 3\sigma, \mu + 3\sigma]$.

As a similarity measure between the above histograms, we use the diffusion distance [13]. This distance models the difference between two histograms as a temperature field and considers the diffusion process on the field. The integration of a norm on the diffusion field over time is used as a dissimilarity measure. Though it is a cross-bin distance, as will be evident in the next section, the number of comparisons between boundary descriptors is much smaller than the number of comparisons between region descriptors. Therefore, we can afford using this cross-bin distance.

4. Pattern Classification

This section describes our classification technique, whose aim is to determine which vertices of the surface belong to the pattern and which do not. Recall that to colorize a surface, the user draws a few scribbles on a pattern’s instance and around it. For each face the scribble passes through, the closest vertex gets the color of the scribble. As a result, a few vertices are colored with the foreground color, and these are the positive examples. A few other vertices get the background color and these are the negative examples. Altogether, we have a very small number of training examples, which is a challenge for classification.

A common way to handle shortage in training examples is to enrich the set of examples. While the set of positive examples can be easily enriched by using the foreground vertices found by our segmentation (Section 6), there is no easy way to enrich the set of the negative examples automatically. This is so, since we cannot simply extend the neighborhood of a vertex, which might intersect pattern instances. Therefore, we face a two-class classification problem, for which we have a large number of positive examples and a small number of negative examples.

Moreover, the set of positive examples is likely to represent the true distribution, since the class of interest has a compact support. Conversely, the negative examples might be too sparse to represent their true distribution. These might also be heterogeneous and reside far from each other in the descriptor space. Thus, any attempt to cluster them is not only difficult, but could also be potentially damaging.

Fortunately, we can avoid the classification of all the vertices. Recall that our final goal is to classify only a representative subset of vertices with very high confidence, which will suffice for colorization. We propose a new technique, which combines several methods in a manner that suits our purpose. In particular, to overcome the problem of having a small set of negative examples, we use semi-supervised learning (Section 4.1). However, even after enriching the set of the negative examples, it is still too sparse to represent the true distribution. Therefore, we use supervised feature extraction to improve the separability between the positive and the negative examples (Section 4.2). Finally, to get only a representative subset with high confidence, we train an SVM classifier using the enriched set of the negative examples, and choose the vertices that are far from the separation plane (Section 4.3).

4.1. Enriching the set of examples

We propose to bootstrap the set of negative examples, using a unique combination of self-training [27] and co-training [1]. Self-training repetitively trains a classifier, uses it to classify unlabeled data, and then adds the most confident data to the training set. Co-training splits the features into two sets and trains two classifiers. Each classifier then “teaches” the other classifier, using a small set of unlabeled examples with the highest confidence.

In our case, self-training cannot be used as is, since even the most confident results might be false positives, as demonstrated in Figure 5(a). Co-training does not work sufficiently well either, since it requires two classifiers, which should each be adequate to train a “strong” classifier.

Instead, since we cannot trust the small non-representative set of negative examples, we train a one-class SVM classifier only on the positive examples, using the region descriptor. Then, the second descriptor (boundary) is utilized to add negative training examples, benefiting from the advantages of co-training.

This is illustrated in Figure 5. Though we are looking for positive examples that lie on the goblet, we find also
4.2. Improving the separability

Even after enriching the set of the negative examples, this set is still too sparse to represent the true distribution. Yet, transforming the data to another descriptor space, where the positive examples can be more easily separated from the negative examples, can improve the classification. We seek such a transformation.

We utilize supervised feature extraction in the region descriptor space. We are given $N$ observations in the $d$-dimensional descriptor space, divided into a subset $\{x_i\}_{i=1}^{N_x}$ of positive examples and a subset $\{z_i\}_{i=1}^{N_z}$ of negative examples. We aim at finding a projection $W$ onto some $r$-dimensional subspace ($r \leq d$), $y = W^T x$, where $y \in \mathbb{R}^r$ is a transformed data point and $W$ is a $d \times r$ transformation matrix. The transformation $W$ should be one whose image can be divided into the subsets $\{y_i\}_{i=1}^{N_y}$ and $\{y_i\}_{i=1}^{N_z}$, so as to achieve the maximal separation between them.

We use Biased Discriminant Analysis (BDA) [30]. Let $\bar{m}_x$ be the mean vector of the positive examples. We denote $S_z$ and $S_x$ as follows:

$$S_z = \sum_{i=1}^{N_z} (z_i - \bar{m}_x)(z_i - \bar{m}_x)^\top,$$

$$S_x = \sum_{i=1}^{N_x} (x_i - \bar{m}_x)(x_i - \bar{m}_x)^\top,$$ (7)

where the mean vector $\bar{m}_x$ is subtracted from the observations. The goal is to achieve maximal separation between the positive and the negative examples, while avoiding the clustering of the negative examples, which reside far from each other in the descriptor space.

To obtain it, the optimal transformation matrix $W$ is defined as

$$W_{\text{opt}} = \arg \max_W \left\{ \frac{W^\top S_z W}{W^\top S_x W} \right\}. \quad (8)$$

The solution of Equation 8 is the solution to a generalized eigen-analysis [30]. Transforming the region descriptors using $W_{\text{opt}}$ not only improves the separability, but also reduces the complexity of the classifier described next.

4.3. High-confidence classification

Thus far, we enriched the set of the training examples and improved the separability. Training an SVM classifier in the transformed space, using the enriched set of the negative examples, produces some wrong results (Figure 6(a)). Since we only need enough correctly-classified vertices to perform accurate colorization, we use only the SVM classifications that are far from the separation plane. In practice, the top 10% of the positive and the top 10% of the negative vertices suffice, as illustrated in Figure 6(b). This result, which is also shown in Figure 2(c), leads to the eye-pleasing colorization in Figure 2(d).

Implementation: The distance measure used both for SVM and for BDA is $\chi^2$. We utilize the generalized form of the RBF kernels [4]: $K_{\text{d-RBF}}(x, y) = e^{-\rho d(x, y)}$, where $d(x, y)$ is a symmetrized approximation of the $\chi^2$ function:

$$d_{\chi^2}(x, y) = \sum_i \frac{(x_i - y_i)^2}{x_i + y_i}. \quad (9)$$

Comparison to other classification methods: We compared our classification to several off-the-shelf methods on our running example in Figure 2. After tuning the parameters of each method to achieve the best results, we got the following misclassifications: 9% using our method, 15% with SVM (RBF kernel), 19% with GMM (5 Gaussians), and more than 30% with EM, when disregarding the high-confidence classification. When applying high-confidence classification, our method went down to 0% and SVM to 6%. Similar ratios are obtained for the other objects.
5. Final Colorization & Results

The vertices, which were classified with the highest confidence, are used as input to the colorization algorithm, described in Equation (1). The positive vertices get the “foreground color” and the negative vertices get the “background color.” Thanks to our pattern-aware filtering, even a single vertex in a pattern suffices to extract the pattern correctly.

We applied our algorithm to a variety of surfaces. Some of the surfaces have reliefs (Figures 1, 7, 8, 11), whereas others are general objects (Figures 9, 10, 12).

In Figure 7, all the stars are colorized easily, using only four color strokes on a single star instance and its surroundings. For comparison, to get similar results using the algorithm of [10], one would need more than 300 strokes.

Figure 8 demonstrates the colorization of multiple patterns. This is done iteratively, colorizing one pattern at a time. The user first marks one of the deer (Figure 8(a)) and our algorithm completes the colorization of all the instances of the deer (Figure 8(b)). Then, the user proceeds to scribble on one of the trees (Figure 8(c)). Our algorithm ignores the pattern found in the previous iteration and colorizes the other trees compatibly (Figure 8(d)). Figure 1 demonstrates an example with six different patterns.

Figure 9 demonstrates the result of our algorithm when applied to a very large Thai statue, consisting of a million vertices. Even though the pattern instances of the three elephants are noisy and non-identical, our algorithm achieves good results. We allow the user to mark scribbles on more than one instance of a pattern, and take all these scribbles into consideration in our classification algorithm.

Finally, Figure 10 demonstrates our result on a man-made CAD object. Contrary to scanned objects, man-made objects usually consist of many disconnected components. In this case, there is no background in each component, but rather only foreground. These objects are typically noise-free and the instances are identical. Therefore, here, our one-class SVM classification in the region descriptor space suffices to obtain the correct result.

Comparison with state-of-the-art results. There is no previous work on pattern-driven colorization. Therefore, we compare our results to those of related, though different, problems. Figure 11 demonstrates that our algorithm competes favorably with the self-similarity detection of [7]. Our algorithm detects all the suction cups and their accurate boundaries, whereas the boundaries produced by [7] are fuzzy and some suction cups are not detected.

Figure 12 compares our results with those of the symmetry-aware segmentation of [14]. Our algorithm colorizes nicely both the different parts and the reliefs on them.
6. Implementation: Pattern-Aware Filtering

As mentioned before, even a single vertex inside a pattern suffices to colorize the whole pattern. This is thanks to our filtering, performed as an initial step, which smooths the surface, while keeping the pattern boundaries intact.

Our filtering algorithm proceeds in two steps (Figure 13). First, we segment the sub-surface into its foreground (a single pattern instance) and its background. This is performed by the basic colorization technique described in Section 3.1, using the user’s scribbles as input for Equation 1.

Then, we find the optimal smoothing of the surface, as described hereafter. We apply the uniform Laplace smoothing, which approximates the Laplacian of the discretized surface [20]. For vertex \( v \), it is defined as:

\[
L(v) = \left( \frac{1}{|N(v)|} \sum_{v_i \in N(v)} v_i \right) - v, \tag{10}
\]

where \( N(v) \) is the neighborhood of \( v \). Each vertex moves halfway along its \( L(v) \) vector: \( v' = v + \frac{1}{2} L(v) \).

The question is how many smoothing iterations should be applied. The more iterations, the greater the smoothing. We wish to filter out all the redundant features, yet preserve the boundaries of the pattern. We thus introduce a pattern-separation quality measure, as follows.

We randomly sample a set of vertices \( V \) from the foreground region. For each sample \( v_j \in V \), we apply the colorization algorithm of [10], where \( v_j \) gets the foreground color and all the vertices on the sub-surface’s boundary get the background. Let \( R_{Fij} \) be the foreground region obtained by applying smoothing \( i \) times and then colorization.

We say that a smoothed surface has a good separation quality if the colorization of the pattern, using a single vertex in it, is similar to the colorization utilizing all the user’s strokes. Let \( R_F \) be the foreground region, resulting from applying Equation (1) using the user’s strokes. If \( R_{Fij} \) and \( R_F \) agree, then the separation quality is the best. To realize this quality measure, we define the pattern separation quality as

\[
Q_i = \frac{1}{|V|} \sum_{j \leq |V|} \frac{\text{Area}(R_F \cap R_{Fij})}{\text{Area}(R_F \cup R_{Fij})}. \tag{11}
\]

We choose the number of smoothing iterations as the one that maximizes Equation 11. In our implementation, \( |V| = 10 \) and we consider 20 levels of smoothing.
7. Conclusion

This paper introduced a colorization algorithm for surfaces with patterns. After the user scribbles a few color strokes on one instance of every pattern, the system successfully colorizes the whole surface.

In particular, our algorithm addresses several subproblems. The first is surface descriptors for characterizing objects with patterns. We propose two such descriptors—a region-based descriptor and a boundary-based descriptor, both take pattern information into account. Second, we discuss pattern classification of surfaces. We suggest an algorithm that combines the co-training and the self-training approaches. Finally, we show that our classification produces results that allow us to colorize surfaces of varying types and complexities.

We plan to test the suitability of our technique for recoloring surfaces, similarly to image recoloring [6, 26].

Limitations: We assume that the pattern instances are separated by some background area between them. For relief surfaces, we also assume that the curvature of the base is smaller than that of the relief.
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