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Abstract

We propose a novel tracking algorithm that robustly tracks the target by finding the state which minimizes uncertainty of the likelihood at current state. The uncertainty of the likelihood is estimated by obtaining the gap between the lower and upper bounds of the likelihood. By minimizing the gap between the two bounds, our method finds the confident and reliable state of the target. In the paper, the state that gives the Minimum Uncertainty Gap (MUG) between likelihood bounds is shown to be more reliable than the state which gives the maximum likelihood only, especially when there are severe illumination changes, occlusions, and pose variations. A rigorous derivation of the lower and upper bounds of the likelihood for the visual tracking problem is provided to address this issue. Additionally, an efficient inference algorithm using Interacting Markov Chain Monte Carlo is presented to find the best state that maximizes the average of the lower and upper bounds of the likelihood and minimizes the gap between two bounds simultaneously. Experimental results demonstrate that our method successfully tracks the target in realistic videos and outperforms conventional tracking methods.

1. Introduction

The objective of the tracking problem is to track the target accurately in the real environments [3, 5, 6, 8, 9, 11, 13, 15, 21, 31, 35, 36]. For robust tracking, most conventional tracking methods formulate the tracking problem by the Bayesian framework [10, 20, 18, 26, 27, 28, 33, 34]. In the Bayesian tracking approach, the goal of the tracking problem is to find the best state, which maximizes the posterior probability \( p(X_t|Y_{1:t}) \). This is called as the Maximum a Posterior (MAP) estimation: \( \hat{X}^{MAP}_t = \arg\max_{X_t} p(X_t|Y_{1:t}) \), where \( \hat{X}^{MAP}_t \) denotes the best (MAP) state at time \( t \). To obtain the MAP state, the method searches for the state that maximizes the likelihood \( p(Y_t|X_t) \), which is near the previous state as a prior. In this case, the likelihood is typically calculated by measuring the similarity between the observation \( Y_t \) at the state \( X_t \) and the target model \( M_t \) at time \( t \).

In this case, the MAP estimation assumes that the best state produces the highest likelihood score near by the previous state. However, in the real-world scenario, this assumption is not valid unless the target model \( M_t \) is always correct. In practice, the target model is easily corrupted and distorted during the online update. To deal with severe appearance changes, many tracking algorithms evolve the target model with online update. However, because of the
tracking error, the target model includes more background and becomes erroneous as time goes on. Eventually, the conventional trackers drift into the background and fail to track the target. This drift phenomenon frequently occurs even though the methods find the optimal MAP state because of the noisy target model. According to our fundamental inherent problem, the conventional MAP-based tracking approach need to be reconsidered.

Thus, in this paper, we redefine the goal of tracking problem as to find the best state that maximizes the average bound of the likelihood and, at the same time, minimizes the gap between bounds of the likelihood. We call this the Minimum Uncertainty Gap (MUG) estimation. Note that in general tracking problem, the upper and lower bounds or the uncertainties of the likelihoods are naturally formed since many different likelihoods are made by different target models that are the reference appearances of the target. The different target models are usually constructed due to the different updating strategies during the tracking process [23]. Specially when there exist severe occlusions, illumination changes, and so on, the likelihood uncertainty becomes larger, as empirically demonstrated in Fig.1(a). This is because the distractors such as occlusions and illumination changes usually make the target models to be much different with each other.

Since the different likelihoods can be generated by different target models, obtaining the likelihood bounds is the same as considering all possible target models that could be constructed. Using the likelihood bounds, the proposed method can find the good target state because it implicitly covers all possible appearance changes of the target with all possible target models. Thus, as illustrated in Fig.1(b), the large gap between the upper and lower bounds indicates that the corresponding state can have either a very good likelihood or a very bad likelihood depending on the employed target model. In this case, the likelihood estimation over the state is easily affected by the noisy target models and the estimated likelihood is uncertain and not reliable. Hence, by minimizing the gap between the two likelihood bounds, the proposed method can find the confident state of the target. MUG is also affected by aforementioned distractors (outliers) in the target model. Nevertheless, MUG is more robust to them. This is because MUG provides the confidence score about the likelihood estimation, whereas MAP cannot. Note that the outliers usually produce low confidence scores [7]. Therefore, MUG can easily identify and avoid them by estimating the confidence values of them. To measure the confidence of the likelihood, our method estimates the lower and upper bounds of the likelihood, minimizes the gap between the bounds, and accurately tracks the target, as shown in Fig.2.

In tracking methods using multiple target models, the VTS tracker [19] tracked the target successfully with the visual tracker sampler framework. The MIL tracker [2] solved the ambiguity of the target appearance using multiple instances of the target model and robustly tracked the target with the online multiple instance learning algorithm. Compared with these works which utilized a relatively small number of target models, our method implicitly employs all possible target models with the likelihood bounds. In tracking methods with the likelihood bound, the L1BPR tracker [24] proposed an efficient L1 tracker with the Bounded Particle Re-sampling (BPR) technique which considers the upper bound of the likelihood. However, the method used the BPR technique to speed up the L1 tracker without sacrificing accuracy. Our method utilizes the likelihood bounds to measure uncertainty of the likelihood and enhances the accuracy of visual tracking. In sampling based tracking methods, the particle filter [12] handled the non-Gaussianity of the target distribution in the tracking problems. In [16, 32], the Markov Chain Monte Carlo (MCMC) method coped with the high-dimensional state spaces, whereas the joint particle filter was not able to. The Interacting Markov Chain Monte Carlo (IMCMC) method [19] required a relatively small number of samples by exchanging information about good states between Markov Chains. Our method employs the IMCMC method. However, our method uses the samples to obtain the state that minimizes the uncertainty of the target distribution, whereas the samples in the other methods are used to obtain the maximum of the target distribution.

The first contribution of the paper is a novel tracking framework that utilizes the MUG instead of the MAP estimation. By finding the state that minimizes the gap between the likelihood bounds, our method can cope with the drift problem caused by a noisy target model more robustly than the conventional MAP-based approach, and successfully tracks the target when there are severe illumination changes, occlusions, and pose variations. The second contribution is a rigorous derivation of the lower and upper bounds of the likelihood in the visual tracking problem. Although the bounds of the likelihood are obtained based on [14], applying those bounds into the visual tracking problem directly is not trivial since proper and careful
designs of the parameter $\gamma$ and the distribution $q$ are needed for the visual tracking problem. In this work, $\gamma$ and $q$ are designed as the hyper parameter of the likelihood and the prior distribution of a target model, respectively. The last contribution is an efficient strategy to obtain the state that has the Minimum Uncertainty Gap. Our method constructs two chains and infers the best state on the chains using the IMCMC method in [19]. In the first chain, the proposed method finds the state that maximizes the average bound (mean of the lower and upper bounds) of the likelihood. In the second chain, the method searches for the state that minimizes the gap between two likelihood bounds. These chains communicate with each other to obtain the best state that maximizes the average bound and minimizes the gap between bounds at the same time.

2. New Objective of the Bayesian Tracker

To find the best state, $\hat{X}_t$, our method obtains the Minimum Uncertainty Gap (MUG) at each time $t$ as follows:

$$\hat{X}_t = \arg \min_{X_t} \frac{p_u(Y_t|X_t) - p_l(Y_t|X_t)}{p_u(Y_t|X_t) + p_l(Y_t|X_t)}$$

where $p_l(Y_t|X_t)$ and $p_u(Y_t|X_t)$ denote the lower and upper bounds of the likelihood, respectively. In (1), our method finds the state that maximizes the average bound $[p_u(Y_t|X_t) + p_l(Y_t|X_t)]$ and minimizes the gap between bounds, $[p_u(Y_t|X_t) - p_l(Y_t|X_t)]$, at the same time. The best state (MUG state) at time $t$ is represented as a three-dimensional vector $\hat{X}_t = (\hat{X}_t^x, \hat{X}_t^y, \hat{X}_t^\theta)$, where $\hat{X}_t^x, \hat{X}_t^y$ indicate the $x, y$ position and the scale of the target, respectively.

To obtain the MUG state, we need to estimate the lower and upper bounds of the likelihood. First, we define the likelihood as

$$p(Y_t, \theta|X_t) = \exp^{-\lambda \text{dist}(\theta, Y_t|X_t)},$$

where $Y_t(X_t)$ denotes the observation at the state $X_t$, $\text{dist}(\theta, Y_t|X_t)$ represents the dissimilarity measure between the target model $\theta$ and the observation $Y_t(X_t)$, and $\lambda$ is a weighting parameter. The observation and the target model are modeled by HSV histogram. The dissimilarity measure is designed by Bhattacharyya similarity coefficient [28]. As aforementioned, the main cause of the tracking failures is the noisy target models. Therefore, our method integrates out the target model $\theta$ in (2) and estimates the log marginal likelihood: $\int_{\Theta} \ln p(Y_t, \theta|X_t) d\theta$, where $\Theta$ denotes the whole target model space. To approximate the integral numerically, we obtain the mathematical lower (Jensen’s inequality) and mathematical upper bounds (Gibbs’ inequality) of the marginal likelihood based on [14].

$$\ln p_u(Y_t|X_t, \gamma) = \int_{\Theta} q(\theta|\gamma, X_t) \ln \frac{p(Y_t, \theta|X_t)}{q(\theta|\gamma, X_t)} d\theta, \quad \text{(3)}$$

where $q(\theta|\gamma, X_t)$ is the prior distribution of the target model $\theta$ and $\gamma$ is the hyper parameter of the distribution. Because $\theta$ is marginalized out in (3)(4), the lower and upper bounds of the likelihood is the function of $X_t$ and $\gamma$, which are a state and a parameter, respectively. Then, the goal of our method is to find both the best state and parameter, which reduce gap between the likelihood bounds. Thus, our method composites two main parts as follows:

- **Parameter learning (Section 3):** Using the MUG states, $\{\hat{X}_t\}_t$, our method learns the parameter $\gamma$ for time $t + 1$. In our method, the parameter is not set empirically but is obtained analytically to maximize the lower bound in (3) and to minimize the upper bound in (4). Moreover, the parameter is not fixed to constant but is adaptively varied at each time $t$ by the process in Section 3.

- **State inference (Section 4):** Given the parameter $\gamma$ estimated at time $t - 1$, our method finds the MUG state $\hat{X}_t$ at time $t$, which produces the minimum uncertainty gap. To achieve the goal, the method searches states that maximize the average bound by increasing the denominator in (1). Thus, the method can obtain good quality of states with high likelihood scores. This advantage is similar to that of the MAP estimation. In addition, it prevents the best state with the minimum uncertainty gap from having a low likelihood score. Our method simultaneously searches states that minimize uncertainty of the likelihood estimation by decreasing the numerator in (1). Then, the method can avoid outliers which have a large uncertainty gap, even though they have high likelihood scores. This advantage cannot be achieved in the MAP estimation.

3. Parameter Learning

3.1. Learning $\gamma_u$ for the Upper Bound

We learn the best parameter $\gamma_u$ which minimizes the upper bound (4): $\gamma_u = \arg \min_{\gamma} \ln p_u(Y_t|X_t, \gamma)$. Then, $\gamma_u$ also minimizes the KL divergence $D(p || q)$ because

$$\ln p_u(Y_t|X_t, \gamma) = D(p || q) + \ln p(Y_t|X_t),$$

where

$$D(p || q) = \int_{\Theta} p(\theta|Y_t, X_t) \ln \frac{p(\theta|Y_t, X_t)}{q(\theta|\gamma, X_t)} d\theta. \quad \text{(5)}$$

The parameter $\gamma_u$ that minimizes $D(p || q)$ satisfies $E_{q(\theta|\gamma, X_t)}[\ln q(\theta)] = E_{p(\theta|Y_t, X_t)}[\ln q(\theta)]$, as derived in Appendix (supplementary material). This means that the minimization of KL divergence is equivalent to Moment Matching (MM) of $\theta$ [4]: the first and second moments of $\theta$ under the distribution $q(\theta|\gamma_u, X_t)$ is equal to those under the distribution $p(\theta|Y_t, X_t)$. In (5), the prior $q(\theta|\gamma, X_t)$ is de-
signed as

\[ q(\theta | \gamma, X_t) = q(\theta | \mu, \sigma, X_t) = \frac{1}{\sqrt{2\pi \sigma}} \exp \left( -\frac{(\theta - \mu)^2}{2\sigma^2} \right), \tag{6} \]

so the parameter \( \gamma_u = (\mu_u, \sigma_u) \) is obtained for each bin in the HSV histogram:

1. **1st MM:** Since the first moment of \( \theta \) under \( q(\theta | \gamma_u, X_t) \) and under \( p(\theta | Y_t, X_t) \approx p(Y_t, \theta | X_t) \) in (2) is \( \mu_u \), and \( \int_\Theta \theta p(\theta | Y_t, X_t) d\theta \), respectively, the following can be taken:

\[ \mu_u = \int_\Theta \theta p(\theta | Y_t, X_t) d\theta. \tag{7} \]

In (7), the integration over \( \theta \) is approximated using the Z samples of \( \theta, \{ \theta_i \}_{i=1}^Z \), where \( \theta_i \) is designed as \( Y_i(X_t) \), which indicates the observation around the MUG state at the i-th recent frame. By substituting \( X_t = \hat{X}_t \) and \( p(\theta | Y_t, X_t) \approx p(Y_t, \theta | X_t) \) in (2) into (7), we get

\[ \mu_u = \int_\Theta \theta p(\theta | Y_t, X_t) d\theta \approx \frac{1}{Z} \sum_{i=1}^{Z-1} \theta_i \exp -\lambda_{dist}(\theta, Y_i(X_t)). \]

2. **2nd MM:** Since the second moment of \( \theta \) under \( q(\theta | \gamma_u, X_t) \) and \( p(\theta | Y_t, X_t) \) is \( \sigma_u \) and \( \int_\Theta (\theta - \mu_u)^2 p(\theta | Y_t, X_t) d\theta \), respectively, the following can be taken:

\[ \sigma_u = \int_\Theta (\theta - \mu_u)^2 p(\theta | Y_t, X_t) d\theta, \tag{8} \]

where

\[ \int_\Theta (\theta - \mu_u)^2 p(\theta | Y_t, X_t) d\theta \approx \frac{1}{Z} \sum_{i=1}^{Z-1} (\theta_i - \mu_u)^2 \exp -\lambda_{dist}(\theta, Y_i(X_t)). \]

Finally, the global minimum of the upper bound of the likelihood at the state \( X_t \) in (4) is estimated based on [14]:

\[ \ln p_u(Y_t | X_t, \gamma_u) \approx \frac{1}{Z} \sum_{i=1}^{Z-1} \ln \frac{p(\theta_i, Y_i | X_t) q(\theta | \gamma_u, X_t)}{q(\theta | \gamma_u, X_t)}. \tag{9} \]

where the integration in (4) is approximately obtained using the Z samples of \( \theta, \{ \theta_i \}_{i=1}^Z \), where \( \theta_i \) indicates the observation around the MUG state at the i-th recent frame.

### 3.2. Learning \( \gamma \) for the Lower Bound

We learn the best parameter \( \gamma \) which maximizes the lower bound in (3): \( \gamma = \arg \max_\gamma \ln p_l(Y_t | X_t, \gamma) \). For this purpose, the gradient of \( \ln p_l(Y_t | X_t, \gamma) \) is taken with respect to \( \gamma \) to zero:

\[ \frac{d}{d\gamma} \ln p_l(Y_t | X_t, \gamma) = -\int h(\theta | \gamma, X_t) q(\theta | \gamma, X_t) d\theta = 0, \tag{10} \]

where

\[ h(\theta | \gamma, X_t) = h(\theta | \mu, \sigma, X_t) = \left[ 1 + \ln \frac{q(\theta | \mu, \sigma, X_t)}{p(Y_t, \theta | X_t)} \right] \left[ \frac{\partial}{\partial \mu} q(\theta | \mu, \sigma, X_t) \right]. \tag{11} \]

1. To find the parameter \( \gamma = (\mu_l, \sigma_l) \) that satisfies (10), the quasi-optimized lower bound is estimated by Stochastic Approximation Monte Carlo (SAMC) in [22] to define the recursive approximation of the solution of

\[ \frac{d}{d\gamma} \ln p_l(Y_t | X_t, \gamma) = 0. \]

SAMC then iteratively updates a sequence of values via the recursion:

\[ \gamma^{(n+1)} = \gamma^{(n)} + s^{(n+1)} \omega(\gamma^{(n)}), \tag{12} \]

where

\[ s^{(n+1)} = \int h(\theta | \gamma^{(n)}, X_t) d\theta \approx \frac{1}{Z} \sum_{i=1}^{Z-1} h(\theta_i | \gamma^{(n)}, X_t). \]

\( \gamma^{(n+1)} \) denotes approximation of the \( \gamma \) value at \( (n+1) \)-th iteration, and \( s^{(n+1)} \) indicates the modification factor at \( (n+1) \)-th iteration, which linearly decreases from 0.5 to 0.1 as time goes on. After the predefined iterations \( N \), we get

\[ \gamma(N) = \gamma = (\mu_l, \sigma_l). \]

Then, the final estimate of the lower bound at the state \( X_t \) in (3) is estimated based on [14]:

\[ \ln p_l(Y_t | X_t, \gamma) \approx \frac{1}{Z} \sum_{i=1}^{Z-1} \ln \frac{p(\theta_i, Y_i | X_t)}{q(\theta_i | \gamma_l, X_t)}. \tag{13} \]

### 4. Inference of the MUG State

To find the best state that satisfies (1) with the fixed parameters \( \gamma \) and \( \gamma_u \), our method utilizes the IMCMC sampling method [19]. In the IMCMC sampling method, two markov chains are designed. The first chain frequently accepts the state that maximizes the average likelihood bound. The second frequently accepts the state that minimizes the gap between the bounds. The IMCMC sampling method consists of two modes, parallel and interacting. In the parallel mode, our method acts as the parallel Metropolis Hastings algorithm and separately obtains samples over those chains via two main steps: the proposal step and the acceptance step. At the proposal step, a new state is proposed by the proposal density function:

\[ Q(X_{t+1}; X_t) = G(X_t, \sigma^2_t), \tag{14} \]

where \( Q \) denotes the proposal density function, \( G \) represents the Gaussian distribution with mean \( X_t \) and variance \( \sigma^2_t \), and \( X^l_t \) represents a new state at time \( t \). Given the proposed state, each chain decides whether the state is accepted or not with the acceptance ratio in the acceptance step:

\[ a_1^l = \min \left[ \frac{p(u(Y_t, X^l_t, \gamma) + p(Y_t, X^l_t, \gamma)) Q(X_t; X^l_t)}{p(Y_t, X^l_t, \gamma) + p(Y_t, X^l_t, \gamma)} \right] \]

\[ a_2^l = \min \left[ \frac{p(u(Y_t, X^l_t, \gamma) + p(Y_t, X^l_t, \gamma)) Q(X_t; X^l_t)}{p(u(Y_t, X^l_t, \gamma) + p(Y_t, X^l_t, \gamma)) Q(X_t; X^l_t)} \right], \tag{15} \]

where

\[ \frac{d}{d\sigma} \ln q(\theta | \mu, \sigma, X_t) = -\frac{1}{2\sigma^2} + \frac{\theta - \mu}{2\sigma^2}, \]
Algorithm 1 Minimum Uncertainty Gap tracker

**Input:** $X_{t-1} = (X_{t-1}^x, X_{t-1}^y, X_{t-1}^v), \alpha = 1$

**Output:** $\hat{X}_t = (\hat{X}_t^x, \hat{X}_t^y, \hat{X}_t^v)

1: while all frames do
2: for 1 to $R$ do
3: Choose mode. Sample $\rho \sim U[0, 1]$
4: if $\rho < \alpha$ then
5: Interacting mode:
6: Two chains replace their states with that of the other with the probability $a_1^i$ and $a_2^i$ in (16), respectively.
7: else
8: Parallel mode:
9: Two chains propose states using $Q$ in (14) and accepts the states with the probability $a_1^p$ and $a_2^p$ in (15), respectively.
10: end if
11: Decrease the $\alpha$ value.
12: end for
13: Estimate the MUG state, $\hat{X}_t$ using (1).
14: Determine $\gamma_u$ using (7)-(8) and $\gamma_l$ using (12).
15: end while

where $p_t(Y_t|X_t^\gamma_u)$ and $p_u(Y_t|X_t^\gamma_u)$ denote the estimated lower and upper bounds of the likelihood at the state $X_t^\gamma_u$, respectively. These steps iteratively proceed until the number of iterations reaches the predefined value $R$.

When the method is in the interacting mode, the trackers communicate with the others and make leaps to better states of the target. Due to the interaction mode, our method can find the common state, which maximizes the average likelihood bound and, at the same time, minimizes the gap between bounds. A chain accepts the state of the chain 1 as its own state with the probability $a_1^i$, if the state of the chain 1 greatly maximizes the average likelihood bound. Similarly, a chain accepts the state of the chain 2 as its own state with the probability $a_2^i$, if the state of the chain 2 greatly minimizes the gap between bounds:

$$a_1^i = \frac{p_u(Y_t|\hat{X}_{t-1}^\gamma_u) + p_t(Y_t|\hat{X}_{t-1}^\gamma_u) - \Delta_1}{2p_t(Y_t|\hat{X}_{t-1}^\gamma_u) - \Delta_1 + \Delta_2},$$

$$a_2^i = \frac{\Delta_2 - [p_u(Y_t|\hat{X}_{t-1}^\gamma_u) - p_t(Y_t|\hat{X}_{t-1}^\gamma_u)]}{2p_t(Y_t|\hat{X}_{t-1}^\gamma_u) - \Delta_1 + \Delta_2},$$

$$\Delta_1 = \text{MAX} \left( \left[ p_u(Y_t|\hat{X}_{t-1}^\gamma_u) - p_t(Y_t|\hat{X}_{t-1}^\gamma_u) - \frac{1}{4} \right] \right),$$

$$\Delta_2 = \text{MIN} \left( \left[ p_u(Y_t|\hat{X}_{t-1}^\gamma_u) - p_t(Y_t|\hat{X}_{t-1}^\gamma_u) + \frac{1}{4} \right] \right).$$

Figure 3. Tracking environments when the gaps between the likelihood bounds are maximized in soccer seq.

(a) high-jump  (b) shaking  (c) david  (d) skater
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**5. Experimental Results**

For the experiments, publicly available video sequences obtained from [1, 17, 19, 25, 34, 30] were utilized. Using the sequences, the proposed method (MUG) was analyzed and compared with 6 state-of-the-art tracking methods, MC [16, 28], IVT [29], FRAGT [1], MIL [2], VTS [19], and MTT [37]. In all experiments, $\lambda$ in (5) and $Z$ in (8) and (13) is set to 15, $\sigma_p$ in (14) is set to $\sigma_p^x = \sqrt{4}$, $\sigma_p^y = \sqrt{2}$, and $\sigma_p^z = \sqrt{0.07}$, where $\sigma_p^x$, $\sigma_p^y$, and $\sigma_p^z$ denote the variance of the $x$, $y$, and $z$ translation, respectively. Please note that our method always use the same settings throughout all experiments and the parameters of other methods were adjusted to show the best tracking performance. Same initializations were set to all methods for fair comparison. The software provided by the authors were used to obtain the tracking results of IVT, MIL, FRAGT, VTS, and MTT. The supplementary material contains result videos.

**5.1. Analysis of the Proposed Method**

**Lower and Upper Bounds of the Likelihood:** The tracking environments are examined when the gaps between the likelihood bounds are maximized. As illustrated in Fig.3, the gaps between the likelihood bounds were maximized when there were severe occlusions, pose variations, or illumination changes. These changes caused the target appearance to become noisy. Because of the noisy appearance, the estimated likelihood became very uncertain. This uncertainty of the likelihood produced the large gap between the lower and upper bounds of the likelihood in our method. In other words, the likelihood cannot be uniquely determined, especially when the tracking environments include the aforementioned appearance changes. Therefore, our method considers the uncertainty of the likelihood to track the target robustly in real-world situations.

The states of the target that produce the maximum lower bound or the minimum upper bound of the likelihood are...
Comparison of tracking results using MAP, ML, and MUG. The numbers indicate the average center location errors in pixels. The improvement score is calculated by dividing the tracking error of ML1 by that of MUG.

<table>
<thead>
<tr>
<th>Method</th>
<th>bird1</th>
<th>bird2</th>
<th>lemming</th>
<th>woman</th>
<th>soccer</th>
<th>diving</th>
<th>high-jump skater</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAP</td>
<td>1.6</td>
<td>2.8</td>
<td>3.3</td>
<td>2.9</td>
<td>1.5</td>
<td>5.2</td>
<td>2.3</td>
</tr>
<tr>
<td>ML1</td>
<td>1.3</td>
<td>1.1</td>
<td>1.6</td>
<td>1.4</td>
<td>1.2</td>
<td>1.7</td>
<td>1.4</td>
</tr>
<tr>
<td>ML2</td>
<td>1.6</td>
<td>1.1</td>
<td>1.6</td>
<td>1.4</td>
<td>1.2</td>
<td>1.7</td>
<td>1.4</td>
</tr>
<tr>
<td>MUG</td>
<td>1.6</td>
<td>2.8</td>
<td>3.3</td>
<td>2.9</td>
<td>1.5</td>
<td>5.2</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Performance of MUG and IMCMC: To evaluate the performance of MUG, we used the same likelihood function that employs the Bhattacharyya coefficient as the similarity measure and the HSV color histogram as the feature. The only difference is how to determine the best state.

Table 2. Comparison of tracking results using MCMC and IMCMC. The improvement score is calculated by dividing the tracking error of MCMC by that of IMCMC.

<table>
<thead>
<tr>
<th>Method</th>
<th>bird1</th>
<th>bird2</th>
<th>lemming</th>
<th>woman</th>
<th>soccer</th>
<th>diving</th>
<th>high-jump skater</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCMC</td>
<td>2.8</td>
<td>2.9</td>
<td>3.3</td>
<td>2.9</td>
<td>1.5</td>
<td>5.2</td>
<td>2.3</td>
</tr>
<tr>
<td>IMCMC</td>
<td>1.3</td>
<td>1.1</td>
<td>1.6</td>
<td>1.4</td>
<td>1.2</td>
<td>1.7</td>
<td>1.4</td>
</tr>
</tbody>
</table>

As summarized in Table 3, our method (MUG) most accurately tracked the targets in terms of the center location error and the success rate, even though there are several types of appearance changes. VTS showed the second-best tracking performance. Our method was robust to the geometric appearance changes of the non-rigid target in diving, high-jump, and skater; the occlusions in bird1, and woman; and the motion blur in bird2. In this paper, we wanted to demonstrate that our method can produce better tracking results by utilizing a very simple likelihood function and its lower and upper bounds. In using the simple likelihood function, the method was much faster and more accurate than VTS. The tracking performance of our method can be further enhanced if more advanced likelihood functions are employed. Additionally, with the simple likelihood function, our method produced more accurate tracking results than other state-of-the-art methods, where they are robust to the pose variations, occlusions, and illumination changes. Note that, for the sampling-based methods, we used the same number of samples to track the target.

Table 3. Comparison of tracking results. The numbers indicate the average center location errors in pixels. Red is the best result and blue is the second-best. Other numbers in () indicate the percent of successfully tracked frames, where tracking is success when the overlap ratio between the predicted bounding box $A_p$ and ground truth bounding box $A_g$ is over than 0.5: \[ \text{area}(A_p \cap A_g) > 0.5. \]

<table>
<thead>
<tr>
<th>Method</th>
<th>bird1</th>
<th>bird2</th>
<th>lemming</th>
<th>woman</th>
<th>soccer</th>
<th>diving</th>
<th>high-jump skater</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUG</td>
<td>13</td>
<td>11</td>
<td>16</td>
<td>14</td>
<td>32</td>
<td>17</td>
<td>14</td>
</tr>
<tr>
<td>Score</td>
<td>1.6</td>
<td>2.8</td>
<td>3.3</td>
<td>2.9</td>
<td>1.5</td>
<td>5.2</td>
<td>2.3</td>
</tr>
</tbody>
</table>

5.2. Comparison with other Tracking methods

As summarized in Table 3, our method (MUG) most accurately tracked the targets in terms of the center location error and the success rate, even though there are several types of appearance changes. VTS showed the second-best tracking performance. Our method was robust to the geometric appearance changes of the non-rigid target in diving, high-jump, and skater; the occlusions in bird1, and woman; and the motion blur in bird2. In this paper, we wanted to demonstrate that our method can produce better tracking results by utilizing a very simple likelihood function and its lower and upper bounds. In using the simple likelihood function, the method was much faster and more accurate than VTS. The tracking performance of our method can be further enhanced if more advanced likelihood functions are employed. Additionally, with the simple likelihood function, our method produced more accurate tracking results than other state-of-the-art methods, where they are robust to the pose variations, occlusions, and illumination changes. Note that, for the sampling-based methods, we used the same number of samples to track the target.

Fig.5 and Fig.6 demonstrate how our method outper-
forms the state-of-the-art methods in several challenging sequences. In Fig. 5, the tracking performance under the severe occlusions and background clutters was tested. When the sequence contained several appearance changes of the target at the same time, our method robustly tracked the target over time, while other tracking methods frequently missed the targets. The tracking results of MIL drifted into the background when the aforementioned changes transformed the target appearance into a different one. Our method overcame this problem and successfully tracked the target by evaluating the target configuration with several likelihoods. In Fig. 6, our method did not miss the target in all frames, although the sequences include the severe geometric appearance changes of the target. On the other hand, MIL and VTS frequently failed to track the target when the target was severely deformed. Our method was more efficient than VTS in terms of the computational cost because it utilized two likelihoods only for estimating the configuration by evaluating the lower and upper bounds of the likelihood.

6. Conclusion

In this paper, we propose a novel tracking framework that tracks the target robustly by finding the best state of the target, which minimizes the gap between the lower and upper bounds of the likelihood. Obtaining the likelihood bounds is the same as considering all possible target models during the tracking process. Therefore, our method finds the good state of the target by reflecting all possible appearance changes of the target. The experimental results demonstrate that our method outperforms the conventional tracking methods using the MAP and ML estimation. The method also shows better tracking performances than those of the state-of-the-art tracking methods when there are illumination, occlusions, and deformation.
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Figure 6. Tracking results with lower and upper bounds of the likelihood obtained by MUG. Yellow, white, and purple rectangles represent tracking results of MUG, VTS, and MIL, respectively. Yellow and red curves represent lower and upper bounds of the likelihood over time in MUG, respectively. Green curve represents gap between the bounds over time in MUG.


