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Abstract

This paper presents a novel locality sensitive histogram algorithm for visual tracking. Unlike the conventional image histogram that counts the frequency of occurrences of each intensity value by adding ones to the corresponding bin, a locality sensitive histogram is computed at each pixel location and a floating-point value is added to the corresponding bin for each occurrence of an intensity value. The floating-point value declines exponentially with respect to the distance to the pixel location where the histogram is computed; thus every pixel is considered but those that are far away can be neglected due to the very small weights assigned. An efficient algorithm is proposed that enables the locality sensitive histograms to be computed in time linear in the image size and the number of bins. A robust tracking framework based on the locality sensitive histograms is proposed, which consists of two main components: a new feature for tracking that is robust to illumination changes and a novel multi-region tracking algorithm that runs in real-time even with hundreds of regions. Extensive experiments demonstrate that the proposed tracking framework outperforms the state-of-the-art methods in challenging scenarios, especially when the illumination changes dramatically.

1. Introduction

Visual tracking is one of the most active research areas in computer vision, with numerous applications including augmented reality, surveillance, and object identification. The chief issue for robust visual tracking is to handle the appearance change of the target object. Based on the appearance models used, tracking algorithms can be divided into generative tracking [4, 17, 19, 14, 3] and discriminative tracking [7, 2, 11, 8].

Generative tracking represents the target object in a particular feature space, and then searches for the best matching score within the image region. In general, it does not require a large dataset for training. Discriminative tracking treats visual tracking as a binary classification problem to define the boundary between a target image patch and the background. It generally requires a large dataset in order to achieve good performances. While numerous algorithms of two categories have been proposed with success, it remains a challenging task to develop a tracking algorithm that is both accurate and efficient. In order to address challenging factors in visual tracking, numerous features and models have been used to represent target objects.

The appearance of an object changes drastically when illumination varies significantly. It has been shown that two images, taken at the same pose but under different illumination conditions, cannot be uniquely identified as being the same object or different ones [10]. To deal with this problem, numerous methods have been proposed based on illumination invariant features [5]. Early works on visual tracking represent objects with contours [9] with success when the brightness constancy assumption holds. The eigentracking approach [4] operates on the subspace constancy assumption to account for the appearance change caused by illumination variation based on a set of training images. Most recently, Harr-like features and online subspace models have been used in object tracking with demonstrated success in dealing with large lighting variation [13, 2, 3, 22]. Notwithstanding the demonstrated success, these methods often require time-consuming mixture models or optimization processes.

Due to their simplicity, intensity histograms are widely used to represent objects for recognition and tracking. However, spatial information of object appearance is missing in this holistic representation, which makes it sensitive to noise as well as occlusion in tracking applications. To address this problem, algorithms based on multi-region representations have been proposed. The fragment-based tracker [1] divides the target object into several regions and represents them with multiple local histograms. A vote map is used to combine the votes from all the regions in the target frame. However, the computation of multiple local histograms and the vote map can be time consuming even with the use of integral histograms [15]. As a trade-off between accuracy and speed, the fragment-based method [1] uses up to 40 regions to represent the target object and thus causes jitter effects. To account for large geometric appearance changes, recent multi-region trackers combine local and global representations by adapting the region locations
to the geometric change, instead of using a fixed grid layout [1]. In [20], each target object is modeled by a small number of rectangular blocks, which positions within the tracking window are adaptively determined. In [13, 22], a fixed number of object parts are dynamically updated to account for appearance and shape changes. All these methods achieve better accuracy at the expense of speed.

In this paper, we propose a novel locality sensitive histogram algorithm, which takes into account contributions from every pixel in an image instead of from pixels only inside local neighborhoods as the local histogram algorithm. It operates in a way similar to conventional image histograms. However, instead of counting the frequency of occurrences of each intensity value by adding ones to the corresponding bin, a floating-point value is added to the corresponding bin for each occurrence of an intensity value. The floating-point value declines exponentially with respect to the distance to the pixel location where the locality sensitive histogram is computed. Thus, the proposed histogram is more suitable for applications such as visual tracking, which assigns lower weights to pixels further away from the target center (as these pixels more likely contain background information or occluding objects, and hence their contribution to the histogram is diminished).

The proposed histogram has an $O(NB)$ complexity, where $N$ is the number of pixels and $B$ is the number of bins. This facilitates a framework for real-time object tracking. This tracking framework effectively deals with drastic illumination changes by extracting dense illumination invariant features using the proposed locality sensitive histogram. It also handles significant pose and scale variation, occlusion and visual drifts, out of plane rotation and abrupt motion, and background clutters with the use of a novel multi-region tracking algorithm. Unlike existing multi-region trackers that need to represent a target object with a limited number of non-overlapping regions due to the use of rectangular local histograms, the proposed multi-region tracker efficiently describes a target object with a large number of overlapping regions using the locality sensitive histogram, which takes into account contributions from every pixel adaptively. This unique property facilitates robust multi-region tracking, and the efficiency of the locality sensitive histogram enables the proposed tracker to run in real time. The contributions of this paper are summarized as follows:

- a histogram that takes into account contributions from every image pixel adaptively and facilitates a real-time tracking framework;
- an efficient illumination invariant feature for tracking; and
- a multi-region tracking algorithm that outperforms state-of-the-art algorithms both in terms of accuracy and speed.

2. Locality Sensitive Histograms

The conventional image histogram is a 1D array. Each of its values is usually an integer indicating the frequency of occurrence of a particular intensity value. Let $I$ denote an image. The corresponding image histogram $H$ is a $B$-dimensional vector defined as:

$$H(b) = \sum_{q=1}^{W} Q(I_q, b), \quad b = 1, \ldots, B,$$  \hspace{1cm} (1)

where $W$ is the number of pixels, $B$ is the total number of bins, and $Q(I_q, b)$ is zero except when intensity value $I_q$ (at pixel location $q$) belongs to bin $b$. If computed using Eq. 1, the computational complexity of the histogram is linear in the number of bins at each pixel location: $O(B)$. However, the complexity can be reduced to $O(1)$ in practice because the addition operation in Eq. 1 can be ignored when $Q(I_q, b) = 0$.

Local histograms, on the other hand, record statistics within a region of a pixel in an image. They are computed at each pixel location, and have been proved to be very useful for many tasks like the bilateral filtering [25, 16], median filtering [25, 12] and tracking [15, 1]. The computational complexity of the brute-force implementation of the local histograms is linear in the neighborhood size. Nevertheless, this dependency can be removed using integral histogram [15], which reduces the computational complexity to $O(B)$ at each pixel location. Let $H_p^q$ denote the integral histogram computed at pixel $p$. It can be computed based on the previous integral histogram computed at pixel $p-1$ in a way similar to the integral image [6, 23]:

$$H_p^q(b) = Q(I_p, b) + H_p^{q-1}(b), \quad b = 1, \ldots, B.$$ \hspace{1cm} (2)

For simplicity, let $I$ denote a 1D image. $H_p^q$ contains the contributions of all the pixels to the left of pixel $p$, and the local histogram between pixel $p$ and another pixel $q$ on the left of $p$ is computed as $H_p^q(b) - H_p^q(b)$ for $b = 1, \ldots, B$.

For the local histogram, pixels inside a local neighborhood has equal contribution. However, for applications such as object tracking, pixels further away from the target center should be weighted less as they more likely contain background information or occluding objects. Hence, their contribution to the histogram should be diminished. We propose a novel *locality sensitive histogram* algorithm to address this problem. Let $H_p^E$ denote the locality sensitive histogram computed at pixel $p$. It can be written as:

$$H_p^E(b) = \sum_{q=1}^{W} \alpha^{|p-q|} : Q(I_q, b), \quad b = 1, \ldots, B,$$ \hspace{1cm} (3)

where $\alpha \in (0, 1)$ is a parameter controlling the decreasing weight as a pixel moves away from the target center. Same
as the local histogram, the computational complexity of its brute-force implementation presented in Eq. 3 is $O(WB)$ per pixel. However, similar to the integral histogram, the proposed locality sensitive histogram also has an efficient algorithm when the input image is 1D:

$$H_p^L(b) = H_p^{L,\leftarrow}(b) + H_p^{R,\rightarrow}(b) - Q(I_p, b), \quad (4)$$

where

$$H_p^{L,\leftarrow}(b) = Q(I_p, b) + \alpha \cdot H_{p-1}^{L,\leftarrow}(b), \quad (5)$$

$$H_p^{R,\rightarrow}(b) = Q(I_p, b) + \alpha \cdot H_{p+1}^{R,\rightarrow}(b). \quad (6)$$

Based on Eqs. 5 and 6, pixels on the right of pixel $p$ do not contribute to $H_p^{L,\leftarrow}$ while pixels on the left of pixel $p$ do not contribute to $H_p^{R,\rightarrow}$. The summation of $H_p^{L,\leftarrow}$ and $H_p^{R,\rightarrow}$ however, combines the contribution from all pixels and the weight of the contribution drops exponentially with respect to the distance to pixel $p$. Clearly, only $B$ multiplication and $B$ addition operations are required at each pixel location in order to compute $H_p^{L,\leftarrow}$ (or $H_p^{R,\rightarrow}$). Thus, the computational complexity of the locality sensitive histogram is reduced to $O(B)$ per pixel. A special constraint is that $Q(I_p, \cdot)$ in Eqs. 5 and 6 is a $B$-dimensional vector containing zero values except for the bin corresponding to the intensity value $I_p$ at pixel $p$. Hence, the addition operation in Eqs. 5 and 6 can be removed except for the bin corresponding to the intensity value $I_p$.

In practice, most of the applications use normalized histograms. Thus, a normalization step, including a summation operation over all bins, for obtaining the normalization factor is required at each pixel location. A brute-force implementation of this summation operation is obviously $O(B)$ per pixel. Nevertheless, let $n_p$ denote the normalization factor at pixel $p$, according to Eq. 3,

$$n_p = \sum_{b=1}^B H_p^E(b) = \sum_{q=1}^W \alpha_{\mid p-q \mid} \cdot \left( \sum_{b=1}^B Q(I_q, b) \right)$$

$$= \sum_{q=1}^W \alpha_{\mid p-q \mid}. \quad (7)$$

Hence, the computation of the normalization factor $n_p$ is independent of the number of bins $B$. In addition, as the histogram presented in Eq. 3 can be computed in $O(B)$ per pixel using Eqs. 4-6, $n_p$ can also be computed in the same way:

$$n_p = n_p^{L,\leftarrow} + n_p^{R,\rightarrow} - 1, \quad (8)$$

$$n_p^{L,\leftarrow} = 1 + \alpha \cdot n_p^{L,\leftarrow}, \quad (9)$$

$$n_p^{R,\rightarrow} = 1 + \alpha \cdot n_p^{R,\rightarrow}. \quad (10)$$

In this case, the normalization factors can be computed in $O(1)$ per pixel. Furthermore, the normalization factors are independent of the image content and thus can be pre-computed to further reduce the computational complexity.

The algorithm presented in Eqs. 4-6 (or Eqs. 8-10) is developed for 1D images. However, its extension to multi-dimensional images is straightforward. We simply perform the proposed 1D algorithm separately and sequentially in each dimension. Figure 1 shows the speed of the proposed algorithm for computing the locality sensitive histogram for a 1 MB 2D image with respect to the logarithm of the number of bins $B$. Note that it is as efficient as the integral histogram.

### 3. Illumination Invariant Features

Images taken under different illumination conditions have drastic effects on object appearance. Under the assumption of affine illumination changes, we can synthesize images of the scene presented in Figure 2 (a) captured under different illumination conditions as shown in Figure 2 (b) and (c). As the corresponding pixels have different brightness values, the intensity (or color) of the image cannot be considered as invariants for matching.

In this section, we propose a new method for extracting dense illumination invariant features. It is basically an image transform to convert the original image into a new image, where the new pixel values do not change when the illumination changes. Let $I_p$ and $I_p'$ denote the intensity values of pixel $p$ before and after an affine illumination change. We have:

$$I_p' = A_p(I_p) = a_{1,p} I_p + a_{2,p}, \quad (11)$$

where $a_{1,p}$ and $a_{2,p}$ are two parameters of the affine transform $A_p$ at pixel $p$.

Let $H_p^S$ denote the histogram computed from a window $S_p$ centered at the pixel $p$, and $b_p$ denote the bin corresponding to the intensity value $I_p$. According to the definition of
the histogram, the number of pixels in \( S_p \) whose intensity value resides in \([b_p - r_p, b_p + r_p]\) is:

\[
I_p = \sum_{b=b_p-r_p}^{b_p+r_p} H_p^S(b),
\]

where parameter \( r_p \) controls the interval of integration at pixel \( p \). If \( r_p \) scales linear with the illumination so that

\[
r_p' = a_1 \cdot r_p, \tag{13}
\]

the integrated value \( I_p' \) obtained under a different illumination condition corresponds to the number of pixels with intensity value resides in \([a_1 \cdot b_p + a_2 \cdot r_p - a_1 \cdot r_p, a_1 \cdot b_p + a_2 \cdot r_p + a_1 \cdot r_p] = [a_1 \cdot (b_p - r_p) + a_2 \cdot r_p, a_1 \cdot (b_p + r_p) + a_2 \cdot r_p] = [A_p(b_p - r_p), A_p(b_p + r_p)]\). Ignoring the quantization error, \( I_p' \) is equal to \( I_p \). Thus, \( I_p \) is independent of affine illumination changes and can be used as a matching invariant under different illumination conditions as long as Eq. 13 holds. We let:

\[
r_p = \kappa |I_p - \bar{I}_p|, \tag{14}
\]

where \( \kappa = 0.1 \) is a constant, \( \bar{I}_p = \frac{1}{|S_p|} \sum_{q \in S_p} I_p \) is the mean intensity value of window \( S_p \) and \( |S_p| \) is the number of pixels in \( S_p \). With an additional assumption that the affine illumination changes are locally smooth so that the affine transform is the same for all pixels inside window \( S_p \), we have:

\[
r_p' = \kappa |I_p' - \bar{I}_p'| = \kappa |a_1 \cdot I_p + a_2 \cdot r_p - \frac{1}{|S_p|} \sum_{q \in S_p} (a_1 \cdot I_q + a_2 \cdot r_p)| = a_1 \cdot \kappa |I_p - \bar{I}_p| = a_1 \cdot r_p'. \tag{15}
\]

As a result, Eq. 13 holds when the interval \( r_p \) is obtained adaptively from Eq. 14.

Figure 2: Illumination invariant features. (a)-(c) are input images with different illuminations. (d)-(f) are the corresponding outputs.

In practice, it is inaccurate to define an exact local window inside which the affine illumination transform remains unchanged. Hence, we replace histogram \( H_p^S \) in Eq. 12 with the proposed locality sensitive histogram \( H_p^E \), which adaptively takes into account the contribution from all image pixels. In addition, we use a “soft” interval to reduce the quantization error. Eq. 12 becomes:

\[
I_p = \sum_{b=1}^B \exp \left( -\frac{(b - b_p)^2}{2 \max(\kappa, r_p)^2} \right) \cdot H_p^E(b), \tag{16}
\]

where \( \bar{I}_p = \sum_{b=1}^B H_p^E(b) \cdot b \). In practice, \( a_2 \cdot r_p \) is relatively small; thus \( r_p \) can be replaced by \( \kappa I_p \). The invariants computed from Figure 2 (a)-(c) are presented in Figure 2 (d)-(f), respectively. Unlike the intensity values, they remain the same even under dramatic illumination changes, and are used as the input to the tracking algorithm proposed in Section 4.

4. Multi-Region Tracking

The proposed multi-region tracking algorithm aims at capturing the spatial information of a target object, which is missing in single region tracking, to account for appearance change caused by factors such as illumination and occlusion. While it is important to use multiple regions to represent a target objects, it is not necessarily useful to use a large number of them as the incurred computational cost of local analysis and region-by-region matching is prohibitively high. We exploit the proposed locality sensitive histograms for multi-region tracking, since illumination invariant features and region matching scores can be computed efficiently. One application of our method is to adapt the fragment-based method [1] to demonstrate the effect of using a large number of regions for robust object tracking.

4.1. Tracking via Locality Sensitive Histograms

The proposed tracking algorithm represents a target object with multiple overlapping regions, each of which de-
describes some local configuration. The spatial relationship of these regions remains fixed and is used for region-to-region matching between the template and the potential target object of the current frame. The spacing between regions depends on the size of the target object and the user defined number of regions. Representing the object appearance by hundreds of regions allows the proposed tracker to better handle occlusion and large appearance change. The locality sensitive histograms also allow us to process a large number of regions in real-time.

The regions are weighted based on their locations from each region center. This facilitates more robust matching results when the regions are partially occluded. The fragment-based tracking method approximates the kernel function with weights by computing histograms from three rectangular regions of different sizes. This approximation scheme significantly increases the computational cost. In contrast, a weighting kernel is inherent in the proposed algorithm.

Since object movements are typically non-ballistic, object tracking entails only searches within the nearby area of the current target location. Figure 3 shows an example of the proposed multi-region tracking algorithm, where the blue circles indicate the regions. For the sake of clarity, only a few regions are shown here. The orange rectangle indicates the search region of the current frame.

Based on the location of the target object center in the previous frame, we aim to locate the new center location within the search region. Similar to recent tracking-by-detection methods, exhaustive search within the search region is performed in this work, where every pixel is considered as a candidate target center. Each region at the candidate location is matched correspondingly against the template to produce a score, based on the Earth Mover’s Distance (EMD) [18].

Although the conventional EMD is computational expensive, the EMD between two normalized 1D histograms can be computed in time linear in the number of bins [21]. It is equal to the $\ell_1$-distance between their cumulative histograms [26]. The proposed locality sensitive histogram is normalized as presented in Section 2. The distance between histograms can be computed as:

$$d(S_1, S_2) = \sum_{b=1}^{B} |C_1(b) - C_2(b)|,$$

where $S_1$ and $S_2$ are the corresponding regions of the template (centered at $p_1$) and the candidate (centered at $p_2$) in the current frame. $C_1$ and $C_2$ are the cumulative histograms of $H^E_{p_1}$ and $H^E_{p_2}$. They are defined as: $C(b) = \sum_{1}^{b} H^E_p(b)$.

Once the matching scores of all regions within a candidate region are computed, a vote map is obtained. Similar to the fragment-based tracking method, we use a least-median-squares estimator to accumulate all the votes. This scheme has been shown robust to occlusion, since it assumes that at least one quarter of the target is visible, and the occluded regions are considered as outlier measurements. The final tracking result is the candidate object with the lowest joint score (as the vote map measures the dissimilarity between regions).

4.2. Online Template Update

Visual tracking with a fixed template is not effective over a long period of time as the appearance may have changed significantly. It is also likely to cause jitter and drift as observed in the fragment-based tracking method [1]. To address these issues, we update the region histograms of the template gradually. Taking advantage of using multiple regions, updating a fraction of them in each frame allows the template to adapt to the appearance change and alleviate the tracking drift problem. Once the new target location is determined, the local histograms are updated as follows:

$$H^E_{p_1}(\cdot) = H^E_{p_2}(\cdot) \quad \text{if} \quad F_1 \cdot M < d(S_1, S_2) < F_2 \cdot M,$$

where $M$ is the median distance of all the regions at the new position. $F_1$ and $F_2$ are the forgetting factors, which define the appearance model update rate. In general, the regions with high dissimilarity represent occlusion or the background. The regions with low dissimilarity are perfectly matched. Thus we suggest to update only the regions with medium dissimilarity. In our implementation, we set the forgetting factors $F_1$ and $F_2$ as 0.96 and 1.04, respectively. For a target object with 1,000 regions, about 30 of them are updated in each frame.

5. Experiments

This section evaluates the effectiveness and efficiency of the proposed tracking method. We have implemented the proposed method in C using single core and tested it on a PC with an Intel i5 3.3GHz CPU and 8GB RAM. We have evaluated it using 20 video sequences, which contain challenging factors, including drastic illumination changes, pose and scale variation, heavy occlusion, background clutter, and fast motion. We have compared the proposed tracker with 12 state-of-the-art trackers (the implementations provided by the authors were used for fair comparisons). Three of them are multi-region based methods, including the fragment-based tracking method (Frag) [1], the articulating block and histogram tracker (BHT) [20] and the local-global tracker (LGT) [22]. The others are the recent tracking methods, including the real time L1 tracker (L1T) [3], the super-pixel tracker (SPT) [24], the real-time compressive tracker (CT) [27], the multiple instance learning tracker (MIL) [2], the structured output tracker (Struck) [8], the visual tracking decomposition method (VTD) [14], the TLD tracker [11], the distribution
field tracker (DFT) [19] and the multi-task sparse learning tracker (MTT) [28]. For the trackers that involve random feature selection, they are evaluated five times and the average scores are considered as the final scores.

5.1. Quantitative Evaluation

Two evaluation criteria are used in our experiments: center location error and tracking success rate, both computed against manually labeled ground truth. Let \( B_T \) and \( B_C \) denote the overlap ratio, where \( B_T \) and \( B_C \) are the bounding boxes of the tracker and of the ground-truth, respectively. When the overlap ratio is larger than 0.5, the tracking result of the current frame is considered as a success.

Figure 4 shows the tracking performance of our method with respect to different numbers of regions. The curves show the average success rates of 20 video sequences. We observe that the tracking performance of our method reaches its peak when the number of regions reaches 400, thus we use 400 regions in the following experiments. To compare the effectiveness of the proposed feature with the popular feature using intensity, we divide the 20 sequences into two groups. Group 1 contains 6 sequences with illumination change and group 2 includes all remaining 14 sequences with other challenging factors. We then test the tracker on the two groups of video sequences to evaluate the performance of using our feature and using intensity. Figure 4 shows that the proposed feature outperforms intensity not only on sequences with illumination change, but also on sequences without illumination change. This indicates that our proposed feature is more effective than intensity.

Table 1 and Table 2 show the tracking performance and the speed (in frame rate) of our method with the 12 other methods. We note that the TLD tracker does not report tracking result (or bounding box) when the drift problem occurs and the target object is re-detected. Thus we only report the center location errors for the sequences that the TLD method does not lose track of target objects. The proposed tracker performs favorably against the state-of-the-art algorithms as it achieve the best or the second best performance in most of sequences using both evaluation criteria. In addition, our tracker is very efficient which runs at 25.6 frames per second (FPS). Figure 5 shows some tracking results of different trackers. For presentation clarity, we only show the results by the trackers with the top average success rate, i.e., CT [27], MIL [2], TLD [11], Struck [8], DFT [19] and MTT [28].

5.2. Qualitative Evaluation

The 20 sequences that we use are placed at our project website1, and in the supplementary material for reference. We qualitatively evaluate the tracking results of these 20 sequences in four different ways as follows.

Illumination, pose and scale variation. We evaluate sequences with different kind of illumination variations. In the Man, Car and Crowds sequences, the object appearances change drastically due to cast shadows and ambient lights. Only the LIT, Struck and the proposed trackers are able to adapt the illumination variation well. The David Indoor and Trellis sequences contain gradual illumination changes and pose variation. We note that in most of the reported results using the both sequences, only a subset of frames are used (i.e., not from the very beginning of the David sequence when the face is in complete dark, or until the very end of the sequence of the Trellis sequence where there are both sudden pose and lighting variations). We use the full sequences for better assessment of all tracking algorithms. In these two sequences, only the proposed algorithm is able to track the targets successfully in most of the frames. This can be attributed to the use of the proposed features which are insensitive to illumination variation. Likewise, most of the other trackers do not perform well in the Shaking sequence since the object appearance changes drastically due to the stage light and sudden pose change. In addition, the proposed tracker performs well in the Basketball and Bolt sequences where the target objects undergo large pose variation.

Occlusion and drift. The target objects are partially occluded in the Bird, Occluded face 2 and Woman sequences. For the Woman sequence, the target object enclose the whole body instead of only upper body used in the fragment-based tracking method [1]. Most tracking methods do not perform well when the objects are heavily occluded. By exploiting a large number of regions, the relative spatial information between regions is maintained and thus occlusion is handled well by the proposed algorithm. Tracking drift usually occurs when the target object is heavily occluded. Few trackers recover from tracking drift since these methods focus on learning the appearance change. The Box sequence is challenging as the target is heavily occluded in several frames. Only the proposed algorithm and

---

Out of plane rotation and abrupt motion. The target objects in the *Biker* and *Surfer* sequences undergo large out of plane rotation with abrupt movement. Most the trackers except the proposed algorithm and the *Struck* method do not perform well in these sequences. The *Dragon baby* sequence is downloaded from Youtube where the baby moves abruptly in action scenes. The proposed algorithm is able to track the baby well despite all the abrupt movement and out of plane rotation. The motorbiker performs acrobatic movement with 360 degree rotation in the *Motor rolling* sequence. While the proposed algorithm tracks the target object throughout the sequence, the other methods do not perform well.

Background clutters. In the *Tiger2* and *Board* sequences, the target objects undergo fast movement in cluttered backgrounds. The MIL tracker and the proposed algorithm perform well whereas the others fail to locate the target objects.

### 6. Conclusion

In this paper, we propose a novel locality sensitive histogram method and a simple yet effective tracking framework. Experimental results show that the proposed multi-
region tracking algorithm performs favorably against numerous state-of-the-art algorithms. The proposed locality sensitive histograms can also be applied to other vision applications including efficient and effective bilateral filtering, which will be our future work.
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