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Abstract

Product quantization is an effective vector quantization approach to compactly encode high-dimensional vectors for fast approximate nearest neighbor (ANN) search. The essence of product quantization is to decompose the original high-dimensional space into the Cartesian product of a finite number of low-dimensional subspaces that are then quantized separately. Optimal space decomposition is important for the performance of ANN search, but still remains unaddressed. In this paper, we optimize product quantization by minimizing quantization distortions w.r.t. the space decomposition and the quantization codebooks. We present two novel methods for optimization: a non-parametric method that alternatively solves two smaller sub-problems, and a parametric method that is guaranteed to achieve the optimal solution if the input data follows some Gaussian distribution. We show by experiments that our optimized approach substantially improves the accuracy of product quantization for ANN search.

1. Introduction

Approximate nearest neighbor (ANN) search is of great importance for many computer vision problems, such as retrieval [17], classification [2], and recognition [18]. Recent years have witnessed the increasing interest (e.g., [18, 20, 3, 10, 6]) in encoding high dimensional data into distance-preserving compact codes. With merely tens of bits per data item, compact encoding not only saves the cost of data storage and transmission, but more importantly, it enables efficient nearest neighbor search on large-scale datasets, taking only a fraction of a second for each nearest neighbor query [18, 10]

Hashing [1, 18, 20, 19, 6, 8] has been a popular approach to compact encoding, where the similarity between two data points is approximated by the Hamming distance of their hashed codes. Recently, product quantization (PQ) [10] was applied to compact encoding, where a data point is vector-quantized to its nearest codeword in a predefined codebook, and the distance between two data points is approximated by the distance between their codewords. PQ achieves a large effective codebook size with the Cartesian product of a set of small sub-codebooks. It has been shown to be more accurate than various hashing-based methods (c.f. [10, 3]), largely due to its lower quantization distortions and more precise distance computation using a set of small lookup tables. Moreover, PQ is computationally efficient and thus attractive for large-scale applications—the Cartesian product enables pre-computed distances between codewords to be stored in tables with feasible sizes, and query is merely done by table lookups using codeword indices. It takes about 20 milliseconds to query against one million data points for the nearest neighbor by exhaustive search.

To keep the size of the distance lookup table feasible, PQ decomposes the original vector space into the Cartesian product of a finite number of low-dimensional subspaces. It has been noticed [10] that the prior knowledge about the structures of the input data is of particular importance, and the accuracy of ANN search would become substantially worse if ignoring such knowledge. The method in [11] optimizes a Householder transform under an intuition that the data components should have balanced variances. It is also observed that a random rotation achieves similar performance [11]. But the optimality in terms of quantization error is unclear. Thus, optimal space decomposition for PQ remains largely an unaddressed problem.

In this paper, we formulate product quantization as an optimization problem that minimizes the quantization distortions by searching for optimal codebooks and space decomposition. Such an optimization problem is challenging due to large number of free parameters. We proposed two solutions. In the first solution, we split the problem into two sub-problems, each having a simple solver. The space decomposition and the codebooks are then alternatively optimized, by solving for the space decomposition while fixing the codewords, and vice versa. Such a solution is non-parametric in that it does not assume any prior information about the data distribution. Our second solution is a parametric one that it assumes the data follows Gaussian distribution. Under such assumption, we show that the lower bound of the quantization distortion has an analytical
formulation, which can be effectively optimized by a simple Eigenvalue Allocation method. Experiments show that our two solutions outperform the original PQ [10] and other alternatives like transform coding [3] and iterative quantization [6], even when the prior knowledge about the structure of the input data is used by PQ [10].

Concurrent with our work, a very similar idea is independently developed by Norouzi and Fleet [14].

2. Quantization Distortion

In this section, we show that a variety of distance approximation methods, including k-means [13], product quantization [10], and orthogonal hashing [19, 6], can be formulated within the framework of vector quantization [7] where quantization distortion is used as the objective function. Quantization distortion is tightly related to the empirical ANN performance, and thus can be used to measure the "optimality" of a quantization algorithm for ANN search.

2.1. Vector Quantization

Vector quantization (VQ) [7] maps a vector \( x \in \mathbb{R}^D \) to a codeword \( c \in \text{codebook} \) \( C = \{c(i)\} \) with \( i \) in a finite index set. The mapping, termed as a quantizer, is denoted by: \( x \rightarrow c(i(x)) \). In information theory, the function \( i(\cdot) \) is called an encoder, and function \( c(\cdot) \) is called a decoder [7].

The quantization distortion \( E \) is defined as:

\[
E = \frac{1}{n} \sum_x \|x - c(i(x))\|^2,
\]  

where \( \| \cdot \| \) denotes the \( l_2 \)-norm, \( n \) is the total number of data samples, and the summation is over all the points in the given sample set. Given a codebook \( C \), a quantizer that minimizes the distortion \( E \) must satisfy the first Lloyd’s condition [7]: the encoder \( i(x) \) should map any \( x \) to its nearest codeword in the codebook \( C \). The distance between two vectors can be approximated by the distances between their codewords, which can be precomputed offline.

2.2. Codebook Generation

We show that a variety of methods minimize the distortion w.r.t. to the codebook using different constraints.

K-means

If there is no constraint on the codebook, minimizing the distortion in Eqn.(1) leads to the classical k-means clustering algorithm [13]. With the encoder \( i(\cdot) \) fixed, the codeword \( c \) of a given \( x \) is the center of the cluster that \( x \) belongs to—this is the second Lloyd’s condition [7].

Product Quantization [10]

If any codeword \( c \) must be taken from the Cartesian product of a finite number of sub-codebooks, minimizing the distortion in Eqn.(1) leads to the product quantization method [10].

Formally, denote any \( x \in \mathbb{R}^D \) as the concatenation of \( M \) subvectors: \( x = [x^1, \ldots, x^M] \). For simplicity it is assumed [10] that the subvectors have common number of dimensions \( D/M \). The Cartesian product \( C = C^1 \times \ldots \times C^M \) is the set in which a codeword \( c \in C \) is formed by concatenating the sub-codewords: \( c = [c^1, \ldots, c^m, \ldots, c^M] \), with each \( c^m \in C^m \). We point out that the objective function for PQ, though not explicitly defined in [10], is essentially:

\[
\begin{align*}
\min_{c^1, \ldots, c^M} & \quad \sum_x \|x - c(i(x))\|^2, \\
\text{s.t.} & \quad c \in C = C^1 \times \ldots \times C^M.
\end{align*}
\]  

It is easy to show that \( x \)'s nearest codeword \( c \in C \) is the concatenation of the \( M \) nearest sub-codewords \( c = [c^1, \ldots, c^m, \ldots, c^M] \) where \( c^m \) is the nearest sub-codeword of the subvector \( x^m \). So Eqn. (2) can be split into \( M \) separate subproblems, each of which can be solved by k-means in its corresponding subspace. This is the PQ algorithm.

The benefit of PQ is that it can easily generate a codebook \( C \) with a large number of codewords. If each sub-codebook has \( k \) sub-codewords, then their Cartesian product \( C \) has \( k^M \) codewords. This is not possible for classical k-means when \( k^M \) is large. PQ also enables fast distance computation: the distances between any two sub-codewords in a subspace are precomputed and stored in a \( k \)-by-\( k \) lookup table, and the distance between two codewords in \( C \) is simply the sum of the distances computed from the \( M \) subspaces.

Iterative Quantization [6]

If any codeword \( c \) must be taken from “the vertexes of a rotating hyper-cube,” minimizing the distortion leads to a hashing method called Iterative Quantization (ITQ) [6].

The \( D \)-dimensional vectors in \( \{-a, a\}^D \) are the vertices of an axis-aligned \( D \)-dimensional hyper-cube. Suppose the data has been zero-centered. The objective function in ITQ [6] is essentially:

\[
\begin{align*}
\min_{R,a} & \quad \sum_x \|x - c(i(x))\|^2, \\
\text{s.t.} & \quad c \in C = \{c \mid Rc \in \{-a, a\}^D\}, \quad R^T R = I,
\end{align*}
\]  

where \( R \) is an orthogonal matrix and \( I \) is an identity matrix.

The benefit of using a rotating hyper-cube as the codebook is that the squared Euclidean distance between any two codewords is equivalent to the Hamming distance between their indices. So ITQ is in the category of binary hashing methods [1, 20, 19]. Eqn.(3) also indicates that any orthogonal hashing method is equivalent to a vector quantizer. The length \( a \) in (3) does not impact the resulting hashing functions as noticed in [6], but it matters when we compare the distortion with other quantization methods.

2.3. Distortion as the Objective Function

The above methods all optimize the same form of quantization distortion, but subject to different constraints. This
implies that distortion is an objective function that can be evaluated across different quantization methods. We empirically observe that the distortion is tightly correlated to the ANN search accuracy of different methods.

To show this, we investigate nearest neighbor search for 100 nearest neighbors on two large datasets. We adopt the common strategy of linear search using compact codes [10, 6]: the return results are ordered by their approximate distances to the query. Here both the query and the data are quantized, and their distance is approximated by their codeword distances (for ITQ this is equivalent to ranking by Hamming distance). We compute the mean Average Precision (mAP) over ten thousand and one thousand queries on the first and second data set, respectively. The mAP using different methods and their distortions are shown in Fig. 1. We compare five methods: k-means, ITQ, and three variants of PQ. The datasets are SIFT1M and GIST1M from [10]. All methods are given 16 bits for codeword length. The data consist of the largest 16 principal components (this is to enable measuring the ITQ distortion).

3. Optimized Product Quantization

Product quantization involves decomposing the $D$-dimensional vector space into $M$ subspaces, and computing a sub-codebook for each subspace. $M$ is determined by the budget constraint of memory space (to ensure a feasible lookup table size) and computational costs, and is predetermined in practice. We use an orthonormal matrix $R$ to represent the space decomposition. The $D$-dimensional vector space is first transformed by $R$. The dimensions of the transformed space are then divided into $D/M$ chunks. The $i$-th chunk, consisting of the dimensions of $(i-1)\times D/M + \{1, 2, \ldots, D/M\}$, is then assigned to the $i$-th subspace. Note that any reordering of the dimensions can be represented by an orthonormal matrix. Thus $R$ decides the dimensions of the transformed space assigned to each subspace. The free parameters of product quantization thus consist of the sub-codebooks for the subspaces, and the matrix $R$. The additional free parameters of $R$ allows the vector space to rotate, thus relax the constraints on the codewords. From Fig. 1 we see that relaxing constraints leads to lower distortions. We optimize product quantization over these free parameters:

$$\min_{R, C^1, \ldots, C^M} \sum_x \|x - c(i(x))\|^2, \tag{4}$$

$s.t. \ c \in C = \{c \mid Rc \in C^1 \times \cdots \times C^M, \ R^TR = I\}$

We call the above problem Optimized Product Quantization (OPQ). The effective codebook $C$ is jointly determined by $R$ and sub-codebooks $\{C^m\}_{m=1}^M$.

Notice that assigning $x$ to its nearest codeword $c$ is equivalent to assigning $Rx$ to the nearest $Rc$. To apply the codebook in Eqn.(4) for encoding, we only need to preprocess the data by $Rx$, and the remaining step is the same as that in PQ.

Optimizing the problem in Eqn.(4) was considered “not tractable” [11], because of the large number of degrees of freedom. Previous methods pre-processed the data using simple heuristics like randomly ordering the dimensions [10] or randomly rotating the space [11]. The matrix $R$ has not been considered in any optimization. In the following we propose a non-parametric iterative solution and a simple parametric solution to the problem of Eqn.(4).

3.1. A Non-Parametric Solution

Our non-parametric solution does not assume any data distribution\(^1\). We split the problem in Eqn.(4) into two simpler sub-problems that are optimized in an alternative way.

**Step (i): Fix $R$, optimize the sub-codebooks $\{C^m\}_{m=1}^M$.**

Recall that assigning $x$ to the nearest $c$ is equivalent to assigning $Rx$ to the nearest $Rc$. Denote $\hat{x} = Rx$ and $\hat{c} = Rc$. Since $R$ is orthonormal, we have $\|x - c\|^2 = \|\hat{x} - \hat{c}\|^2$.

With $R$ fixed, Eqn.(4) then becomes:

$$\min_{C^1, \ldots, C^M} \sum_{\hat{x}} \|\hat{x} - \hat{c}(i(\hat{x}))\|^2, \tag{5}$$

$s.t. \ \hat{c} \in C^1 \times \cdots \times C^M$.

\(^1\)We follow the terminology in statistics that a “non-parametric” model is the one that does not rely on any assumption about the data distribution, while “parametric” model explicitly assumes certain parameterized distribution such as Gaussian distribution.

Figure 1: mAP vs. quantization distortion. We show results from five methods: k-means, ITQ, and three variants of PQ. The datasets are SIFT1M and GIST1M from [10]. All methods are given 16 bits for codeword length. The data consist of the largest 16 principal components (this is to enable measuring the ITQ distortion).

We compare five methods: k-means, ITQ, and three variants of PQ. The datasets are SIFT1M and GIST1M from [10]. All methods are given 16 bits for codeword length. The data consist of the largest 16 principal components (this is to enable measuring the ITQ distortion). We call the above problem Optimized Product Quantization (OPQ). The effective codebook $C$ is jointly determined by $R$ and sub-codebooks $\{C^m\}_{m=1}^M$.

Notice that assigning $x$ to its nearest codeword $c$ is equivalent to assigning $Rx$ to the nearest $Rc$. To apply the codebook in Eqn.(4) for encoding, we only need to preprocess the data by $Rx$, and the remaining step is the same as that in PQ.

Optimizing the problem in Eqn.(4) was considered “not tractable” [11], because of the large number of degrees of freedom. Previous methods pre-processed the data using simple heuristics like randomly ordering the dimensions [10] or randomly rotating the space [11]. The matrix $R$ has not been considered in any optimization. In the following we propose a non-parametric iterative solution and a simple parametric solution to the problem of Eqn.(4).

3.1. A Non-Parametric Solution

Our non-parametric solution does not assume any data distribution\(^1\). We split the problem in Eqn.(4) into two simpler sub-problems that are optimized in an alternative way.

**Step (i): Fix $R$, optimize the sub-codebooks $\{C^m\}_{m=1}^M$.**

Recall that assigning $x$ to the nearest $c$ is equivalent to assigning $Rx$ to the nearest $Rc$. Denote $\hat{x} = Rx$ and $\hat{c} = Rc$. Since $R$ is orthonormal, we have $\|x - c\|^2 = \|\hat{x} - \hat{c}\|^2$.

With $R$ fixed, Eqn.(4) then becomes:

$$\min_{C^1, \ldots, C^M} \sum_{\hat{x}} \|\hat{x} - \hat{c}(i(\hat{x}))\|^2, \tag{5}$$

$s.t. \ \hat{c} \in C^1 \times \cdots \times C^M$.

\(^1\)We follow the terminology in statistics that a “non-parametric” model is the one that does not rely on any assumption about the data distribution, while “parametric” model explicitly assumes certain parameterized distribution such as Gaussian distribution.
Eqn.(5) is the same problem as PQ in Eqn.(2). We can separately run k-means in each subspace to compute the sub-codebooks.

**Step (ii): Fix the sub-codebooks \( \{ C_m \}_{m=1}^M \), optimize \( R \).**

Since \( \| x - c \|^2 = \| Rx - \hat{c} \|^2 \), the sub-problem becomes:

\[
\min_R \sum_x \| R x - \hat{c}(i(\hat{X})) \|^2, \quad \text{s.t.} \quad R^T R = I. \tag{6}
\]

For each \( \hat{X} \), the codeword \( \hat{c}(i(\hat{X})) \) is fixed in the subproblem and can be derived from the sub-codebooks computed in Step (i). To find \( \hat{c}(i(\hat{X})) \), we simply concatenate the \( M \) sub-codewords of the sub-vectors in \( \hat{X} \). We denote \( \hat{c}(i(\hat{X})) \) as \( y \). Given \( n \) training samples, we denote \( X \) and \( Y \) as two \( D \)-by-\( n \) matrices whose columns are the samples \( x \) and \( y \) respectively. Note \( Y \) is fixed in this subproblem. Then we can rewrite (6) as:

\[
\min_R \| RX - Y \|^2_F, \quad \text{s.t.} \quad R^T R = I, \tag{7}
\]

where \( \| \cdot \|_F \) is the Frobenius norm. This is the Orthogonal Procrustes problem [16, 6] and there is a closed-form solution: first apply Singular Value Decomposition to \( XY^T = USV^T \), and then let \( R = VU^T \). In [6] this solution was used to optimized the ITQ problem in Eqn.(3).

Our algorithm alternately optimizes Step (i) and (ii). Note that in Step (i) we need to run k-means, which by itself is an iterative algorithm. However, we notice that after Step (ii) the updated matrix \( R \) would not change the cluster membership of the previous k-means clustering results, thus we only need to refine the previous k-means results instead of restarting k-means. With this strategy, we empirically find that even if we only run one k-means iteration in each Step (i), our entire algorithm still converges to a good solution. A pseudo-code is in Algorithm 1.

Note that if we ignore line 3 and line 8 in Algorithm 1, it is equivalent to PQ (for PQ one might usually put line 2 in the inner loop). Thus its complexity is comparable to PQ, except that in each iteration our algorithm updates \( R \) and transforms the data by \( R \). Fig. 2 shows the convergence of our algorithm. In practice we find 100 iterations are good enough for the purpose of ANN search.

Like many other alternative-optimization algorithms, our algorithm is locally optimal and the final solution depends on the initialization. In the next subsection we propose a parametric solution that can be used to initialize our alternative optimization procedure.

### 3.2. A Parametric Solution

We further propose another solution assuming the data follows a parametric Gaussian distribution. This paramet-

<table>
<thead>
<tr>
<th>Algorithm 1 Non-Parametric OPQ</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> training samples ( { x } ), number of subspaces ( M ), number of sub-codewords ( k ) in each sub-codebook.</td>
</tr>
<tr>
<td><strong>Output:</strong> the matrix ( R ), sub-codebooks ( { C_m }<em>{m=1}^M ) sub-indices ( { i_m }</em>{m=1}^M ) for each ( x ).</td>
</tr>
<tr>
<td><strong>1:</strong> Initialize ( R ), ( { C_m }<em>{m=1}^M ), and ( { i_m }</em>{m=1}^M ).</td>
</tr>
<tr>
<td><strong>2:</strong> repeat</td>
</tr>
<tr>
<td><strong>3:</strong> Step(i): project the data: ( \hat{x} = Rx ).</td>
</tr>
<tr>
<td><strong>4:</strong> for ( m = 1 ) to ( M ) do</td>
</tr>
<tr>
<td><strong>5:</strong> for ( j = 1 ) to ( k ) : update ( \hat{c}^m(j) ) by the sample mean of ( { \hat{x}^m(i) \hat{c}^m(j) = j } ).</td>
</tr>
<tr>
<td><strong>6:</strong> for ( \forall \hat{x}^m ) : update ( i_m(\hat{x}^m) ) by the sub-index of the sub-codeword ( \hat{c}^m ) that is nearest to ( \hat{x}^m ).</td>
</tr>
<tr>
<td><strong>7:</strong> end for</td>
</tr>
<tr>
<td><strong>8:</strong> Step(ii): solve ( R ) by Eqn.(7).</td>
</tr>
<tr>
<td><strong>9:</strong> until max iteration number reached</td>
</tr>
</tbody>
</table>

**Figure 2:** Convergence of Algorithm 1 in the SIFT1M dataset[10]. Here we use \( M = 4 \) and \( k = 256 \) (32 bits).

ric solution has both practical and theoretical merits. First, it is a simpler method and is globally optimal if the data follows Gaussian distribution. Second, it provides a way to initialize the non-parametric method. Third, it provides new theoretical explanations for two commonly used criteria in some other quantization methods.

#### 3.2.1 Distortion Bound of Quantization

We assume each dimension of \( x \in \mathbb{R}^D \) is subject to an independent Gaussian distribution with zero mean. From rate distortion theory [5] we know that the codeword length \( b \) from any quantizer achieving a distortion of \( E \) must satisfy:

\[
b(E) \geq \sum_{d=1}^{D} \frac{1}{2} \log_2 \frac{D \sigma_d^2}{E}, \tag{8}
\]

where \( \sigma_d^2 \) is the variance at each dimension. In this equation we have assumed \( \sigma_d^2 \) is sufficiently large (a more general form is in [5]). Equivalently, the distortion \( E \) satisfies:

\[
E \geq k^{-\frac{D}{b}} |\Sigma|^{\frac{b}{2}}, \tag{9}
\]

where \( k = 2^b \) and we assume all codewords have identical code length. The matrix \( \Sigma \) is the covariance of \( x \), and \( |\Sigma| \)
is the determinant. Here we have relaxed the independence assumption and allowed \( \mathbf{x} \) to follow a Gaussian distribution \( \mathcal{N}(0, \Sigma) \). Eqn.(9) is the distortion lower bound for any quantizer with \( k \) codewords. The following table shows the values of this bound and the empirical distortion of k-means (10^5 samples, \( k = 256, \sigma^2 \) randomly generated in \([0.5, 1]\)):

<table>
<thead>
<tr>
<th>( D )</th>
<th>32</th>
<th>64</th>
<th>128</th>
</tr>
</thead>
<tbody>
<tr>
<td>bound</td>
<td>16.2</td>
<td>38.8</td>
<td>86.7</td>
</tr>
<tr>
<td>empirical</td>
<td>17.1</td>
<td>39.9</td>
<td>88.5</td>
</tr>
</tbody>
</table>

It is reasonable to consider this bound as an approximation to the k-means distortion. The small gap (~ 5%) may be due to two reasons: k-means can only achieve a locally optimal solution, and the fixed code-length for all codewords may not achieve optimal bit rate\(^2\).

### 3.2.2 Distortion Bound of Product Quantization

Now we study the distortion bound of product quantization when \( \mathbf{x} \sim \mathcal{N}(0, \Sigma) \). Suppose \( \mathbf{x} \) has been decomposed into a concatenation of \( M \) equal-dimensional sub-vectors. Accordingly, we can decompose \( \Sigma \) into \( M \times M \) sub-matrices:

\[
\Sigma = \begin{pmatrix}
\Sigma_{11} & \cdots & \Sigma_{1M} \\
\vdots & \ddots & \vdots \\
\Sigma_{M1} & \cdots & \Sigma_{MM}
\end{pmatrix},
\]

(10)

Here the diagonal sub-matrices \( \Sigma_{mm} \) are the covariance of the \( m \)-th subspace. Notice that the marginal distribution of \( \mathbf{x}^m \) subjects to \( \mathcal{N}(0, \Sigma_{mm}) \). From (9), the distortion bound of PQ is:

\[
E_{PQ} = k^{-\frac{M}{2}} D \frac{M}{M} \sum_{m=1}^{M} |\Sigma_{mm}|^{\frac{M}{2}},
\]

(11)

### 3.2.3 Minimizing Distortion Bound of PQ

Remember that space decomposition can be parameterized by an orthonormal matrix \( R \). When applying \( R \) to data, the variable \( \hat{\mathbf{x}} = R \mathbf{x} \) is subject to \( \mathcal{N}(0, \hat{\Sigma}) \) with \( \hat{\Sigma} = R \Sigma R^T \).

We propose to minimize the distortion bound w.r.t. \( R \) to optimize the space decomposition in product quantization:

\[
\min_{R} \sum_{m=1}^{M} |\hat{\Sigma}_{mm}|^{\frac{M}{2}}, \quad \text{s.t.} \quad R^T R = I,
\]

(12)

where \( \hat{\Sigma}_{mm} \) is the diagonal sub-matrix of \( \hat{\Sigma} \). The constant scale in Eqn.(11) has been ignored in this objective function. Due to the orthonormal constraint, this problem is inherently non-convex. Fortunately, the special form of our objective function can be minimized by a simple algorithm, as we show next.

\(^2\)In information theory, it is possible to reduce the average bit rate by varying the bit-length of codewords, known as entropy encoding [5].

### 3.2.4 Eigenvalue Allocation

We first show that the objective function in Eqn.(12) has a constant lower bound. Using the inequality of arithmetic and geometric means (AM-GM inequality) [4], the objective in Eqn.(12) satisfies:

\[
\sum_{m=1}^{M} |\hat{\Sigma}_{mm}|^{\frac{M}{2}} \geq M \prod_{m=1}^{M} |\hat{\Sigma}_{mm}|^{\frac{1}{M}}.
\]

(13)

The equality holds if and only if the term \( |\hat{\Sigma}_{mm}| \) has the same value for all \( m \). Further, Fischer’s inequality [9] gives:

\[
\prod_{m=1}^{M} |\hat{\Sigma}_{mm}| \geq |\Sigma|.
\]

(14)

The equality holds if the off-diagonal sub-matrices in \( \hat{\Sigma} \) equal to zero. Note that \( |\Sigma| \equiv |\Sigma| \) is a constant given the data distribution. Combining (13) and (14), we obtain the constant lower bound for the objective in (12):

\[
\sum_{m=1}^{M} |\hat{\Sigma}_{mm}|^{\frac{M}{2}} \geq M |\Sigma|^{\frac{M}{2}}.
\]

(15)

The minimum is achieved if the following two criteria are both satisfied:

1. **Independence.** If we align the data by PCA, the equality in Fischer’s inequality (14) is achieved. This implies we make the dimensions independent to each other.

2. **Balanced Subspaces’ Variance.** The equality in AM-GM (13) is achieved if \( |\Sigma_{mm}| \) has the same value for all subspaces. Suppose the data has been aligned by PCA. Then \( |\Sigma_{mm}| \) equals to the product of the eigenvalues of \( \Sigma_{mm} \). By re-ordering the principal components, we can balance the product of eigenvalues for each subspace, thus the values \( |\Sigma_{mm}| \) for all subspaces. As a result, both equalities in AM-GM (13) and Fischer’s (14) are satisfied, so the objective function is minimized.

Based on the above analysis, we propose a simple **Eigenvalue Allocation** method to optimize Eqn.(12). This method is a greedy solution for the balanced partition problem. We first align the data using PCA and sort the eigenvalues \( \sigma^2 \) in the descending order \( \sigma^2_1 \geq \cdots \geq \sigma^2_D \). Note that we do not reduce dimensions. We prepare \( M \) empty buckets, one for each of the \( M \) subspaces. We sequentially pick out the largest eigenvalue and allocate it to the bucket having the minimum product of the eigenvalues in it (unless the bucket is full, i.e., with \( D/M \) eigenvalues in it). The principal directions corresponding to the eigenvalues in each bucket form the subspace. In fact, the principal directions are re-ordered to form the columns of \( R \).

In real data sets, we find this greedy algorithm is sufficiently good for minimizing the objective function. To show this fact, we compute the covariance matrix \( \Sigma \) from the SIFT/GIST datasets [10]. The following table shows the theoretical minimum of the objective function (right hand
side in (15)) and the objective function value (left hand side in (15)) obtained by our Eigenvalue Allocation algorithm. Here we use \( M = 8 \) and \( k = 256 \). We can see the above greedy algorithm achieves the theoretical minimum:

<table>
<thead>
<tr>
<th>Method</th>
<th>Theoretical Minimum</th>
<th>Eigenvalue Allocation</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIFT</td>
<td>( 2.9286 \times 10^3 )</td>
<td>( 2.9287 \times 10^3 )</td>
</tr>
<tr>
<td>GIST</td>
<td>( 1.9870 \times 10^{-3} )</td>
<td>( 1.9870 \times 10^{-3} )</td>
</tr>
</tbody>
</table>

Interestingly, existing encoding methods have adopted, either heuristically or in objective functions different from ours, the criteria of “independence” or “balance” mentioned above. “Independence” was used in [20, 19, 3] in the form of PCA projection. “Balance” was used in [11, 20, 3]: the method in [11] rotates the data to “balance” variance for each component but lost “independence”; the methods in [20, 3] adaptively allocate the codeword bits to the principal components. Our derivation provides theoretical explanations for the two criteria: they can be considered as a way of minimizing the quantization distortion under a Gaussian distribution assumption.

**Summary of the parametric solution.** Our parametric solution first computes the covariance matrix \( \Sigma \) of the data and uses Eigenvalue Allocation to generate the orthonormal matrix \( R \), which determines the space decomposition. The data are then transformed by \( R \). The original PQ algorithm is then performed on these transformed data.

**4. Experiments**

We evaluate our method for ANN search using three public datasets. The first two datasets are from SIFT1M and GIST1M [10]. The SIFT1M consists of 1 million 128-d SIFT features [12] and 10k queries. The GIST1M set consists of 1 million 960-d GIST features [15] and 1k queries. The third dataset MNIST\(^3\) consists of 70k images of handwritten digits, each as a 784-d vector concatenating all pixels. We randomly sample 1k as the queries and use the remaining as the data base. We further generate a synthetic dataset subject to a 128-d independent Gaussian distribution, where the eigenvalues of the covariance matrix are given by \( \sigma_d^2 = e^{-0.1d} \) (\( d=1,\ldots,128 \)), a long-tail curve fit to the eigenvalues of the above real datasets. This synthetic set has 1 million data points and 10k queries.

We consider \( K=100 \) Euclidean nearest neighbors as the true neighbors. We find that for lookup-based methods, \( K \) is not influential for the comparisons among the methods.

We follow a common exhaustive search strategy (e.g., [10, 6]). The data are ranked in the order of their approximate distances to the query. If both the query and data are to be quantized, the method is termed as Symmetric Distance Computation (SDC) [10]. SDC is equivalent to Hamming ranking for orthogonal hashing methods like ITQ [6]. If only the data are quantized, the method is termed as Asymmetric Distance Computation (ADC) [10]. ADC is more accurate than SDC but has the same complexity. We have tested both cases. The exhaustive search is fast using lookup tables: e.g., for 64 bits indices it takes 20 ms per 1 million distance computation. Experiments are on a PC with an Intel Core2 2.13GHz CPU and 8G RAM. We do not combine with any non-exhaustive method like inverted files [17] as this is not the focus of our paper. We study the following methods:

- **OPQ\(_P\)**: our parametric solution.
- **OPQ\(_NP\)**: our non-parametric solution initialized by parametric solution.
- **PQ\(_RR\)**: randomly order dimensions as suggested in [10].
- **PQ\(_RR\)**: data is aligned using PCA and then randomly rotated, as suggested in [11].
- **TC** (Transform Coding [3]): a scalar quantization method that quantizes each principal component with an adaptive number of bits.
- **ITQ** [6]: one of the state-of-the-art hashing methods, a special vector quantization method.

Notice that in these settings we have assumed there is no prior knowledge available. Later we will study the case with prior knowledge.

Given the code-length \( B \), all the PQ-based methods (OPQ\(_NP\), OPQ\(_P\), PQ\(_RR\), PQ\(_RR\)) assign 8 bits to each subspace (\( k = 256 \)). The subspace number \( M \) is \( B/8 \).

We have published the Matlab code of our solutions\(^4\).

**Performance on the synthetic dataset**

Fig. 3 shows the performance on the synthetic data subject to a 128-d independent Gaussian distribution, evaluated through recall vs. \( N \), i.e., the proportion of the true nearest neighbors ranked in the first \( N \) positions. We can see that OPQ\(_NP\) and OPQ\(_P\) perform almost the same. OPQ\(_P\) achieves

\(^3\)http://yann.lecun.com/exdb/mnist/

\(^4\)research.microsoft.com/en-us/um/people/kahe/
theoretic minimum of $6.314 \times 10^{-3}$ in Eqn.(15). This implies that, under a Gaussian distribution, our parametric solution is optimal. On the contrary, PQRO and PQRR perform substantially worse. This means that the subspace decomposition is important for PQ even under a simple Gaussian distribution. Besides, we find PQRO performs better than PQRR. This is because in this distribution PQRO automatically satisfies the independent criterion (see 3.2.4).

Performance without prior knowledge

Next we evaluate the performance if the prior knowledge is not available. In Fig. 4, 5, and 6 we compare the results of SIFT1M, GIST1M, and MNIST. We show the recall in the first $N$ positions with 64 bits using SDC (Fig. 4, 5, 6 (a)), and the mAP (mean Average Precision) vs. code-length using SDC and ADC, respectively (Fig. 4, 5, 6 (b)(c)).

We find that both of our solutions substantially outperform the existing methods. The superiority of our methods does not depend on the choice of SDC or ADC. Typically, in all cases even our simple parametric method OPQp has shown prominent improvement over PQRO and PQRR. This indicates that PQ-based methods strongly depend on the space decomposition. We also notice the performance of PQRR is disappointing. Although this method tries to balance the variance using a random rotation, the independence between subspaces is lost by such a random rotation.

Our non-parametric solution further improves the results from the parametric one in the SIFT1M and MNIST sets. This is because these two sets exhibit more than one cluster: the SIFT1M set has two distinct clusters (this can be visualized by the first two principal components), and MNIST can be expected to have 10 clusters due to the 10 digits. In these cases the non-parametric solution is able to further reduce the distortion. Such an improvement on MNIST is significant. In GIST1M our two methods are comparable, possibly as this set is mostly subject to a Gaussian distribution.

Performance with prior knowledge

It has been noticed [10] that PQ works much better if utilizing the prior knowledge that SIFT and GIST are concatenated histograms. Typically, the so-called “natural” order is that each subspace consists of neighboring histograms. The “structural” order (when $M=8$) is that each subspace consists of the same bin of all histograms (each histogram has 8 bins). It is observed [10] that the natural order perform-
s better for SIFT features, and the structural order is better for GIST features. We denote PQ with priori knowledge as PQ\text{pri} (use the recommended orders). Note such priors may limit the choices of \( M \) and are not always applicable for all possible code-length.

In Fig. 7 we compare PQ\text{pri} with our prior-free non-parametric method OPQ\text{NP}. We also evaluate our non-parametric method using the prior orders as initialization, denoted as OPQ\text{NP,pri}. Our prior-free method outperforms the prior-based PQ. In SIFT1M our prior-dependent method improves further due to a better initialization. In GIST1M our prior-dependent method is slightly inferior than our prior-free method: this also implies that GIST1M largely follows a Gaussian distribution.

5. Conclusion

We have proposed to optimize space decomposition in product quantization. Since space decomposition has been shown to have great impact on the search accuracy in our experiments and in existing study [10], we believe our result has made product quantization a more practical and effective solution to general ANN problems.
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