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Abstract

The construction of seamless and accurate mosaics from

long slit-lamp retinal video sequences is an important and

challenging task in navigated Pan-Retinal Photocoagula-

tion. The main difficulty is accumulated registration drift

due to the small number of features away from the optic

nerve and the distortion induced by the geometry of the eye

and the contact lens. We present a new approach to reduce

the drift. Our main idea is to create long-term high preci-

sion point correspondences by associating a simple global

model with local correction and perform key-frame based

Bundle Adjustment. We evaluate the method’s performance

compared to state-of-the-art. The results obtained with our

method show significantly lower accumulated error.

1. Introduction

Pan-Retinal Photocoagulation (PRP) is usually a recom-

mended treatment for patients with advanced proliferative

retinopathy, a situation in which abnormal new retinal blood

vessels may rupture and bleed inside the eye. During the

treatment an ophthalmologist uses a therapeutic laser to

make tiny burns on the affected areas of the retina. The

conventional PRP through the slit-lamp with manual nav-

igation has been the standard for laser delivery for many

decades. However, sequential improvements in the past ten

years led to the development of computer guided photoco-

agulation systems with integrated imaging and automatic

navigation [5, 9, 10]. While the fundus camera based sys-

tem [9] is considered state-of-the-art, the magnification and

control offered by the slit-lamp still makes it a very popular

choice in the clinical environment. In this context the de-

velopment of a platform to combine conventional slit lamp

based laser delivery with assisted navigation is on demand.

Recently, a computer assisted slit-lamp based platform pro-

totype has been developed in QuantelMedical. The proto-

type combines real-time HD imaging, pre-operative plan-

ning and intra-operative navigation. Images acquired with

the prototype have a narrow field of view (FOV) visualiz-

ing only small thin portions of the retina. Obtaining the

larger view can greatly facilitate the treatment planning and

navigation. This is usually solved using image registration

techniques which allow one to stitch multiple images of the

same scene to an image mosaic.

Retinal image registration has been well studied, see

[1, 4, 27, 26, 23, 13], to name a few. The majority of ap-

proaches operates with images obtained with a fundus cam-

era. The quality of this type of images is higher. They

have fewer specular reflections, good contrast and almost no

blur. The registration implies using 10 consecutive images

at most, thus, not dealing with the problem of heavy drift

accumulation in a long video sequence. Hence, these meth-

ods are not able to provide desirable results when directly

applied to mosaicing slit-lamp images, where the length of a

sequence spans at least a thousand images. Very few works

specifically deal with slit-lamp images [2, 20, 22, 19]. We

consider [19] as the state-of-the-art, where a retinal mo-

saic is built in real-time. This method was integrated into

the prototype developed in QuantelMedical. The method is

a combination of direct tracking and feature detection ap-

proaches, and the mosaic is constructed by registering the

images sequentially with pairwise transformations. Despite

the low computational cost and simplicity of this approach,

due to its ‘chaining’ nature, alignment errors tend to ac-

cumulate, causing images to drift in the mosaic (figure 1).

Our main objective in this work is to reduce the drift. The

problem of accumulated drift was addressed in a wide va-

riety of image registration applications [25, 16, 3, 7, 12].

The usual approach practiced by many is to perform global

Bundle Adjustment (BA). In real-time systems it has been

left as a post-processing step for a long time. However, in

the past few years a number of real-time local BA-type re-

finement methods were proposed [17, 11, 6] which allow

one to achieve a similar accuracy to conventional BA while

reducing computational cost.

We present a method for drift correction in mosaicing

monocular slit-lamp images. The solution is to expand the
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Figure 1: (Best viewed electronically) Examples of mosaics obtained with [19]. (a) - registration drift is visible through

the mismatched vascular structure, (b) - example with drift induced blurred regions and duplication. Visual assessment was

performed by and expert.

span of tracks across the images. Our methodology re-

lies on three main assumptions: (i) point correspondences

presented in multiple views provide more constraints, (ii)

a simple global motion model associated with local cor-

rection can be used to predict the track location, this may

help to obtain tracks longer than short-inter-frames with im-

proved precision, (iii) using a simple global model to initial-

ize key-frame based local BA can be as accurate as perform-

ing global BA while being less computationally expensive.

We perform partial assesment of our approach and evaluate

it against state-of-the-art [19].

2. Methodology

Our algorithm consists of the following steps: (1) Ini-

tialization with a key-point detector, (2) Motion Estimation

based on key-frames selection, (3) Prediction, using a pop-

ular tracking algorithm, (4) Track Correction using a simple

global model with local adjustment (5) Key-frame Instanti-

ation and Local BA. The detailed description is given in the

subsequent paragraphs.

2.1. Initialization

We use latin bold to refer to key-points (such as p) and

Greek chatacter τ to refer to point tracks. Frame index-

ing is denoted as f = 1, ..., nf and k = 1, ..., nk is used

for key-frame indexing. We start by obtaining a set of key-

points {pi}
ni

i=1 detected on the first frame If=1 and defin-

ing an initial set of tracks {τj}
nj

j=1 = {pi}
ni

i=1. We also

tag the first frame as a key-frame If=1 → Ik=1. Here and

in the following steps all the computation and processing

is performed on the image where only the visible part of

the retina is kept and strong specular reflections have been

filtered out. A segmentation mask is produced such that im-

age pixels which do not belong to the retina are assigned to

zero (i.e. zero-intensity pixels) and to one otherwise. This is

done using thresholding followed by morphological refine-

ment [19]. In the experimental section we assess different

types of key-point detectors, SIFT [15], the minimum eigen

value algorithm (minEig) [24] and their impact on the per-

formance of the proposed algorithm. We also use a uniform

grid of points (UGrid) evenly placed on the area of the visi-

ble retina to complement the evaluation.

2.2. Motion Estimation

Inter-frame motion estimation with a simple model as

used in [19] seems to be robust but inaccurate, typically up

to 5 pixels [18]. We can use this simple global model to cre-

ate better inter-frame correspondences, and then tracks. The
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slit-lamp system’s optics include several parts moving inde-

pendently, namely the contact lens and the camera. This

complicates the derivation of an accurate, simple and phys-

ically valid transformation to relate the images geometri-

cally. We use the affine transformation in our work as a best

tradeoff [18]. When the new frame If comes we estimate

the motion to the last key-frame Af→k−1 by solving a Lin-

ear Least Squares (LLS) problem where we minimize the

sum of squared transfer discrepancies:

θ̃ = min
θ

ni
∑

i=1

‖ qi − w(pi; θ) ‖
2
2 (1)

where θ̃ is an estimated (6×1) vector of motion parameters

of the last key-frame. The transformation function has the

form w(p; θ) and pi, qi are key-point correspondences from

the current and the previous frames respectively.

2.3. Prediction

We propagate the existing query tracks τj using the

Kanade-Lucas-Tomasi (KLT) algorithm [21] obtaining can-

didate tracks as:

τ ′j = KLT (τj , If−1, If ) (2)

The key-point associated with the candidate track is then

checked for zero-intensity (i.e. intensity values of all color

channels equal to zero). If true it is then rejected as a faulty

prediction because the track is considered valid only if it

belongs to the visible part of the retina.

We have chosen KLT as it is an appearance based method

which uses local search. It is fast and robust just enough to

handle changes between consecutive frames. It can cope

with a sudden motion better compared to statistical ap-

proaches such as the Extended Kalman Filter (EKF) where

the redundancy exists in time.

2.4. Track Correction

We proceed with the refinement procedure to correct the

position of the predicted candidates (figure 2). We first

warp the new image using the previously estimated affine

transformation as:

Iωf = ω(If ,Af→k−1) (3)

We perform an exhaustive search in a 5 × 5 neighborhood

w around the query tracks locations on the warped image

Iωf to find a possible update τ̃j by minimizing a similarity

metric. We search on the warped image because it allows

us to find an estimate in a local area which is directly re-

lated to the perceived misalignment. We evaluate several

metrics in this study, namely the Sum of Squared Distances

(SSD), Normalized Cross Correlation (NCC) and Sum of

Hamming Distances (SHD). Finally the corrected position

of the predicted tracks locations is computed using the pre-

viously estimated motion as:

τ̄j = φ(τ̃j ,Af→k−1) (4)

where φ is the back-warping function.

Figure 2: Schematic illustration of track prediction and cor-

rection on a sample track τj .

2.5. Keyframe Instantiation and Local BA

We compute the tracking loss L in the current frame

as the percentage of lost tracks from the last key-frame to

provide the condition for inclusion of new key-points and

then tracks L =
sizeof(τ∈If )100
sizeof(τ∈Ik)

. This does not indicate

re-initialization of the tracking process in case of full oc-

clusion. It rather allows us to assure that sufficiently many

points are tracked at all times. Thus, if L > 50%, we de-

tect new key-points τnewf as in the Initialization step. We

then filter out those new tracks which fall in the predefined

local neighborhood (7 × 7 pixels in our experiments) and

join the two sets of tracks. This is done to keep new tracks

not too close to the existing ones and avoid populating new

tracks with redundant locations. Finally, the current frame

is tagged as new key-frame If → Ik+1.

We then invoke a local BA-type routine. The idea is to

minimize the reprojection error. An unknown 2D point g

is associated with each track τk,j and an affine transform

w(g; θ) with each key-frame. The presence/absence of a

track in a key-frame is given by an indicator variable vk,j ∈
{0, 1}. The reprojection error to minimize is:

min
gj ,θ

nk
∑

k=1

nj
∑

j=1

vk,j ‖ τk,j − w(g; θ) ‖22 (5)
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we solve this with matrix factorization in the LLS sense [8].

We repeat from Motion Estimation step for the rest of the

sequence.

3. Dataset Acquisition

The datasets used for evaluation were obtained from four

retinal examination videos (figure 3). The examination was

performed on volunteers in the University Hospital of Saint-

Étienne, France. The navigated PRP system developed at

QuantelMedical was used. The videos were captured with

a CCD camera at 60fps. Typical videos are 2-3 minutes

long. We took every 5th frame to produce images sequences

to simplify the evaluation routine. The imaging set-up im-

plies a fixed camera on the moving base, controlled by the

ophthalmologist, which undergoes only translation. Small

rotations caused by patient’s head tilts occasionally occur.

The examination videos are populated with uneven illumi-

nation caused by changing exposure settings to adjust to the

patient’s comfort. The retina is illuminated with a narrow

light beam focused using a direct contact lens. The standard

way of retinal examination is to perform a closed loop mo-

tion starting from the optic nerve, moving to the periphery

and coming back. Full occlusion may occur due to a pa-

tient’s sudden move and/or specular reflections induced by

the contact lens. Dealing explicitly with such challenging

conditions is out of the scope of this work. Thus, our video

samples were chosen in such a way that no full occlusion

occurred in a sequence.

4. Evaluation

In retinal imaging it is difficult to evaluate mosaicing

methods objectively due to the lack of ground-truth for

alignment. A method of generating simulated retinal image

sets by modeling geometric distortions and the image ac-

quisition process have been proposed for the case of fundus

images [14]. However, in slit-lamp imaging this option is

not directly applicable and the adjustment of this technique

to our case is out of the scope of this work. Simulation of

the imaging process with a virtual camera becomes prob-

lematic likewise due to the complexity of the optical set-up.

We provide objective quantitative partial performance eval-

uation of our method in two stages. First, the assessment of

the steps of the method which potentially have strong influ-

ence on the result evaluated. This is followed by a compar-

ison of the best performing combination to [19].

4.1. Does the Metric Matter?

To assess the impact of the chosen local similarity metric

on the precision of the track correction we compare differ-

ent metrics namely SSD, NCC and SHD. Both SSD and

NCC metrics were considered as the popular choice in real-

time tracking algorithms and due to the simplicity of the

(a) (b)

(c) (d)

Figure 3: (Best viewed electronically) Sample images from

different slit-lamp datasets. (a) - dataset#1, 253 images, (b)

- dataset#2, 242 images, (c) - dataset#3, 169 images, (d) -

dataset#4, 309 images.

computation. These are correlation based metrics which

rely only on the intensity information. The SHD metric on

the other hand is well known for its usage in binary feature

matching. It is very fast to compute and it captures struc-

tural information, which is a favorable feature in case of

slit-lamp imaging where illumination variations are often

present. We compute the Forward-Backward Consistency

(FBC) error. The idea is to track the τ̄i,j backward contin-

uously performing Prediction and Track Correction steps.

The FBC error is defined as the distance in pixels from the

original location of the track to the final location after the

backward tracking. We define the acceptance threshold as

3 pixels. Table 1 shows the computed FBC across datasets.

We calculate FBC every time when the correction step is

invoked and take an average among all measurements. We

show results for different key-point detectors used to ini-

tialize the tracks. As one can see, SHD generally provides

a lower error among the datasets while SSD comes second

and NCC turned out to be the inferior one.

96



0 50 100 150 200 250
0

200

400

600

800

1000

(a) dataset#1

0 50 100 150 200
0

200

400

600

800

1000

(b) dataset#2

0 50 100 150
0

500

1000

1500

2000

2500

3000

3500

(c) dataset#3

0 50 100 150 200 250 300
0

500

1000

1500

2000

2500

(d) dataset#4

Figure 4: Number of tracks versus frames. Results show performance with UGrid key-points (red), minEig (green) and SIFT

key-points (blue) respectively on the experiment without track correction.

dataset#1 dataset#2 dataset#3 dataset#4

SSD 3.88 2.71 4.26 3.53

NCC 4.29 3.41 5.34 5.23UGrid

SHD 2.82 2.70 3.82 2.36

SSD 3.47 2.64 4.71 3.15

NCC 4.82 3.70 6.97 5.27minEig

SHD 2.64 2.05 3.53 2.65

SSD 3.56 2.70 4.21 3.95

NCC 3.62 3.82 5.28 5.18SIFT

SHD 2.81 2.68 3.18 2.89

Table 1: Forward-Backward Consistency for similarity met-

rics evaluation.

4.2. How Long the Tracks are?

Long-term tracks is a fundamental part of BA-type re-

finement. Thus, the quality of the method is directly related

to the average length of the tracks, the longer the better.

We assess the length of the tracks with and without the cor-

rection step of our method. To evaluate this we compute

the average length of the tracks across different subsets of

frames which were established each time a new key-frame

was defined. We call it the span, denoted S. We also check

the average number of tracks per frame for a given dataset,

denoted µ, as it has a heavy impact on the propagation of

local alignment errors. Finally, we analyze the number of

key-frames instantiated for a given dataset, denoted κ, as

an additional indicator of track accuracy, the lower the bet-

ter. The graph plots given in figure 4 show the number of

tracks per frame for tracking without correction using three

options to define the key-points. The tracks obtained with

UGrid are shown as red curve, minEig is in green and SIFT

was used to obtain the tracks which are shown in blue. As

one can see, defining the uniform grid of points to initial-

ize the tracks gives higher track/frame rate for the datasets

#1 and #2. However, minEig produces more tracks for

datasets #3 and #4. One can also see that the second dataset

seems to be an easy example due to the the lower amount

of spikes presented on the graph. In fact, the spikes on

the graph are the events when the new key-frame was in-

stantiated and new tracks were added to the existing ones.

Similarly, one can conclude that dataset#4 is the most diffi-

cult case for evaluation. This is not only because it has the

longest sequence but also because the retina was not prop-
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UGrid minEig SIFT

µ κ Smean Smax µ κ Smean Smax µ κ Smean Smax

dataset#1 322 19 8 49 128 29 5 39 233 19 9 48

dataset#2 358 19 7 39 106 25 5 37 350 17 9 41

dataset#3 493 30 3 19 1398 30 3 20 372 28 3 18

dataset#4 321 95 1 11 525 87 2 12 205 92 2 11

Table 2: Tracking statistics without track correction. µ - average number of tracks per frame, κ - number of key-frames,

Smean - average span, Smax - maximum span.

UGrid minEig SIFT

µ κ Smean Smax µ κ Smean Smax µ κ Smean Smax

dataset#1 308 15 11 52 121 28 6 39 233 16 12 52

dataset#2 359 16 12 44 124 20 7 35 320 12 10 45

dataset#3 485 24 5 26 1351 26 5 24 370 27 4 21

dataset#4 320 90 2 12 550 80 4 15 205 86 3 13

Table 3: Tracking statistics with track correction. µ - average number of tracks per frame, κ - number of key-frames, Smean

- average span, Smax - maximum span.
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Figure 5: Number of tracks versus frames. Results show performance with UGrid key-points (red), minEig (green) and SIFT

key-points (blue) respectively on the experiment with track correction.

erly illuminated during the examination, thus, not providing

sufficient reliable information. The tracking statistics across

datasets for this experiment are shown in table 2. One can

see that for dataset#1 the maximum span was achieved us-

ing UGrid from initialization. However, SIFT shows more

consistent tracks for dataset#2. Finally, minEig appears to

perform better on datasets #3 and #4. The average num-

ber of tracks per frame follows a similar behavior result-
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ing in more tracks for datasets #1 and #2 with a uniform

grid while for datasets #3 and #4 more tracks are given by

minEig. Overall it can be concluded that initializing with

UGrid seems to be a tradeoff when we do not incorporate

track correction. What happens once the correction step

is included in the method? The results of this settings are

given in figure 5. The graphs demonstrate that the number

of tracks per frame slightly increased for all the datasets.

This is supported by the statistics provided in table 3. In-

deed, using the result of the evaluation of the similarity

metrics, namely SHD, we obtain improvement for all the

numbers and on the span and number of key-frames espe-

cially. This indicates that the track correction step using a

simple global model with local neighborhood based adjust-

ment is an efficient way to obtain longer tracks with better

precision.

4.3. Are We Reducing Drift?

As resulted from the previous experiments, tracking ini-

tialized with uniform grid and the SHD based track cor-

rection scheme provides long, consistent tracks. Now this

gives us a solid base for BA initialization. Thus, in this sec-

tion we evaluate the proposed method with its best perform-

ing settings. We compare the method implemented with and

without local BA to the baseline method [19]. We use a

Loop Closure Error (LCE) metric [18]. This shows how the

composition of estimated transformations affects the global

registration and accumulated drift. The idea is to initialize

a uniform grid of points g1, ..., gnl
at the first frame of the

sequence and use the set of pairwise estimated transforma-

tions applied sequentially to transfer the grid through the

sequence. The metric computes the discrepancy between

the initial and resulting sets of points as:

ξLCE =

√

√

√

√

1

l

nl
∑

i=1

‖ gi − ζ ‖22 (6)

where ζ = w(...(w(g, θ1,2))..., θi,1). The comparison of

our method and [19] are shown in table 4. Results show

that the proposed method outperform the baseline method.

A significant improvement can be observed on the version

of the proposed method where the local BA step was used.

dataset#1 dataset#2 dataset#3 dataset#4

proposed (1) 30.43 21.75 48.02 49.12

proposed (2) 11.36 5.48 32.16 38.56

baseline [19] 34.18 28.64 48.15 50.72

Table 4: LCE computed across datasets. The proposed (1)

is the proposed method with UGrid used for tracks initial-

ization and SHD based local correction step. The proposed

(2) is the proposed (1) + local BA.

(a) (b)

(c) (d)

(e) (f)

Figure 6: (Best viewed electronically) Examples of im-

proved areas of the mosaics given in figure 1 with corrected

drift using proposed approach. First column - originals, sec-

ond column - corrected versions.

Improvement on the mosaics is shown in figure 6. The

vessel misalignment initially present in 6a (which corre-

sponds to the first mosaic given in figure 1) was corrected

and the vessel remains continuous. The blurred vessel in

figure 6c and duplicated one from figure 6e (which corre-

sponds to the second mosaic given in figure 1) were also

corrected and visual quality has been improved as it is

shown in figures 6d and 6f respectively.

5. Conclusion and Future Work

We have presented a method for drift reduction in mo-

saicing slit-lamp retinal video sequences. We have vali-

dated it using a simple global motion model that can effi-

ciently produce long-term tracks with better precision for

long video sequences. We also demonstrated that using a

grid of points distributed uniformly over the visible part of

the retina generally provides a better initialization for track-

ing. We have proposed a new local refinement procedure

which can be applied not only for mosaicing slit-lamp im-

ages but also within the scope of other applications such as

object tracking in the non-medical domain. The algorithm

is planned to be extended and integrated into the interven-

tional planning within the slit-lamp prototype developed at

QuantelMedical.
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